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ABSTRACT

A primitive equation model is run to investigate generation and instability mech-

anisms in the Leeuwin Current. The current is generated by the model using a combi-

nation of density forcing from the climatological Indian Ocean thermal structure, the

influx of warm low salinity water from the North West (NW) Shelf, and the

climatological wind stress. The current thus generated is compared with observations

taken during the LeeUwin Current Interdisciplinary Experiment (LUCIJ.). In the ab-

sence of the NW Shelf water, which corresponds to the austral spring and summer (low,

wind forcing is dominant at the equatorward end of the domain and geostrophic flow.

driven by the Indian Ocean thermal gradient dominates at the poleward end. Tlhis leads

to a weak coastal upwelling regime with equatorward and offshore flow at the

equatorward end. Further poleward, the stronger Indian Ocean forcing establishes a

poleward surface current and equatorward undercurrent which accelerates poleward,

into the prevailing wind. The inclusion of NW Shelf waters, typical of the austral fall
and winter seasons, completely dominates the wind forcing at the equatorward end of

the model. 'The effects of the NW Shelf water weaken away from the source region but

they continue to augment the Indian Ocean forcing, resulting in a stronger flow along

the entire coastal boundary. Tile current generated by the model compares well with
available observations. The current also has significant mesoscale variability. An anal-
ysis of the energy transfers in the period during which eddies are generated shows
barotropic instability to be dominan! over baroclinicity in the current florced by the In-

dian Ocean thermal structure. The addition of wind forcing add& to the barotropic in-

stability and leads to an earlier development of eddies. The.NW Shelf waters add strong

baroclinicity, which weakens poleward, to the current. They also locally increase the

barotropic instability near their source. Several scales of eddies are found to be donm-

nant. The forcing by the Indian Ocean and wind stress leads to eddy growth on scales

around 383 km. With the inclusion of the NW Shelf waters, the wavelengths associated

with mesoscale variability are around 160 km and 330 km afler 160 days, consistent with
available observations. Avoeenson For
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I. BACKGROUND

A. INTRODUCTION

The Leeuwin Current is a surface flow of warm, low salinity, tropical water,

poleward along the west coast of Austraha, then eastward into the Great Australian

Bight (Figures 1 and 2). It appears to have its source in the northeast Indian Ocean,

and extends to Australia's southern coastal waters. Godfrey et al. (1986) reported de-

tecting the current as far east as Portland (1420E3) although based on water mass analy-

sis, Rochford (1986) argues that its eastward limit is 130°E.

The current is narrow ( < 100 km wide), shallow (generally < 300 m), has an under-
lying equatorward flow and is strongly seasonal in nature. lollooway and Nye (1985)

showed that the maximum flow along the southern portion or the North West Shelf

(NW Shelf) occurred from February to June and that it was not enhanced by the

str'!ngz:hering .3utheast trade regime during that period. Observations from the

Le.-uwi" Current Interdisciplinary Experiment (L UCI E) reported by Boland et al. (1988)

show that the max;num poleward flow at Dongara (29.50S) occurs from April to June
wl-ilst further south at Cape Mei,,elle (34"S) it occurs in June and July. Rochflord (1986)

concludes thnt tht Leeuwin Current reaches its eastward limit south of Australia in• iv.

The Lecuwivr Current differs ,narkcd;y in its characteristics, and hence presulr Ay

in its associated dynanics, from currentc found in other eastern ocean regions. Thi'h

other major eastern boundary currents, i.e., Peru, California, Benguela and Canary, are

characterized by cliriatulogically weak (< ,0 c,'- s-l surface flow toward the equator,
cold upwelled water at the surflce, shallow (< 3C m depth) thermoclines and high bi.

olotUcal production (Parrish ei al., 1933). Ii contrast, the Lee~uwin current lilts a
polevard surface flow which exceeds 1.5 n t.-' at times (Cresswell and Golding, 1980;

Godfrey et at, 1986), anomalously warm vater, downwelling, a deep (> 50 ni'
thermochine (Thompson, 1984) and low fish pr,,dction. The other currents are part cI
the subtr:ipical anticyclonic Syros which tre driven primarily by the anticyclonic wind

fields, and variations in current strength are highly coherent with variations in local wind
stress. With such markedly different reatures, the Leeuwin Current may be expected to

depart just as markedly in •ts generation mechanisvis and dynamic f:atures.
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Figure 1. Leeunin Current: Geographical locations referred to in text.

B. OBSERVATIONAL STUDIES

1. The Large Scale Circulation

Andrews (1977) provides an excellent synopsis of the large scale circulation in

the area. A large semi-permtanent trough centered near 390S, 110*1 extends northeast

towards 30S, 114.80E. West or the trough the northeastward West Australian Current

advects cool, saline water toward the coaa. This current becomes more zonal

2



equatorward creating a confluence between 39°S and 31 'S. The zonal onshore flow then
extends north to 15°S.

Superimposed on this large scale circulation is the seasonal poleward flow of the
Leeuwin Current. Thus, there is a zonal inflow into a meridional boundary current
poleward of the North West Shelf area (Figure 1), becoming even more complex south
of 31"S, where the West Australian Current is confluent, cyclonic and has an
equatorward component, before turning sharply poleward, transporting its waters par-
allel to the coastal flow. It is not surprising therefore that temporal and spatial vari-
ability due to mesoscale features is at a maximum near 31 °S to 320 S (Andrews, 1977).

2. A Poleward Flowilg Coastal Current

The earliest documentation of the characteristics of a poleward flowing current
was by Saville-Kent (1897) Following studies of the marine fauna of the Abrolhos Islands
(28.5"S). Anomalously warm water was found around the Islands but not on the

mainland coast 50 miles to the east where temperatures were some 7"C cooler. This led
to a suggestion that the water must be transported to the region. Dakin (1919) also
noted that the temperature difference between the Abrolhos Islands to the mainland was

greatest in the winter.

Rochford (1969) used drift bottles to ascertain that the poleward flow in winter
extended to the south of Rottnest Island (32"S) and that a flow reversal occurred in
sununer. The reversal was also apparent in salinity records for the southwest coast of

Australia. The salinity variation was over twice that attributable to evaporation and
precipitation; hence the salinity became an effective tracer of the flow regime In the re-
gion. Kitani (1977) observed low salinity water at 32'S in November 1975 which showed
that the occurrence of tropical water was not confined to the austral winter. The east.

ward continuation of the poleward flow into the Great Australian Bight was inferred by
Colborn (1975) from temperatute data, and by Markina (1976) from plankton data,
which further emphasized its strong signal.

The poleward current was named the Lceuwin Current by Cresswell and Gold-

ing (1980). This was in honor of the first Batavia-bound Dutch vessel to explore the
southwest of Australia.

3. Drifting Buoy Studies

The deployment of satellite tracked drilling buoys off Western Australia from

1975 to 1977 added a new dimension to the data collected on the circulation features.
Cresswell and Golding (1979) illustrated the spatial and temporal complexity of the

current in charts of buoy tracks and showed clear evidence for the existence of mesoscale
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eddies on the western side of the current. The buoys were observed to accelerate as they
entered the current and slow again when departing, providing evidence for a high speed
core current which was measured at up to 1.7 in/sec froom buoy positions.

4. Satellite Remote Sensing Studies
Infra-red imagery of the eastern Indian Ocean dates back to the mid 1970s but

the analysis of its flow characteristics from these images is more recent, coinciding with
the introduction of the Advanced Very High Resolution Radiometer (AVIIRR) to
NOAA platforms in 1978. Its high spatial resolution (-I 'km) and temperature discrim-

ination (< 0.1*C) allows high definition images to reveal the temperature contrasts be-
tween the dill'erent currents and cyclonic and anticyclonic eddies. Figure 2, from Pearce
and Cresswell (1985), shows a large wedge of warm water in the northeast Indian Ocean

being funnelled into a narrow current near North West Cape, then moving south along

the shelf and slope until reaching Cape Leeuwin, where it abruptly swings eastward and
extends across the Great Australian Bight. Mesoscale features can be seen oil' Perth,
and filament-like features can be seen off the south coast.

5. Mesoscale Features

The existence of eddies in the Eastern Indian Ocean was first postulated by
Wyrtki (1962). Using dynamic height calculations relative to 1750 decibars he showed
a strong semnipermanent eddy present near 32"S I 10*E with cyclonic circulation above
the reference level and anticyclonic below, Analysis by I latnon (1965) suggested a dou-
ble eddy structure in the region 30" to 32"S, cast of 107°E during the austral winter pe.
riod of late April to November, In a subsequent study Ilamon (1972) found little
seasonal variation In dynamic height anomalies in the same area, although a tendency
toward greater variability during the months from August to November was noted.

Andrews (1977) investigated tnesoscale features in the region and observed
nearly zonal planetary Rossby waves in the West Australian Current and nearly
meridional coastal waves in the coastal current south of 15"S where zonal inflow oc-
curred. The Interaction of the two wave types, particularly in the vicinity of the large

trough resulted in meandering in both currents. No clear ring-like features (i.e. dosed

isopleths of velocity and temperature at several depths) were apparent to Andrews in his
study although some mixed layer and surface temperature rings were analyzed.

Andrews (1983) attempted to reconcile the apparently contradictory findings of

Ilamon and Cresswell (1972) and Golding and Symonds (1978) who reported mesoscale
structures with length scales of 200-300 km and 140 km. respectively. lie concluded that

both length scales can be present with the shorter at wavelength 1 - 157 ± 23 km as.
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sociated with Rossby deformation scale eddy structures in the strong poleward flow over

the slope and the longer at ). = 309 ± 28 km associated with the weaker, large scale,

West Australian Current offshore. The inshore regime of cyclonic rings is clearly at a

scale consistent with the trajectories of Lagrangian buoys (Figure 3). While Andrews

suggests baroclinic instability in the poleward current as a likely generation mechanism,

with both first and second mode rings identified, no explanation is olfered for the larger

offshore scale.

C. LEEU.VIN CURRENT MODELING STUDIES

Thompson and Veronis (1983) were the first to model the Lecuwin Current and

suggested that local winds on the North West Shelf could generate the current. This

theory was refuted by the current meter observations of Holloway and Nye (1985). It

was also rejected by Thompson (1984) who proposed instead an alongshore steric height

gradient as the primary forcing mechanism with the winter deepening of the mixed layer
offsetting the effects of the equatorward wind stress. Godfirey and Ridgeway (1985a)
quantified the contributions of tile alongshore pressure gradient and equatorward wind

stress and strongly supported Thompson's (1984) finding. They further proposed that
flow from the Pacific Ocean through the Indonesian Archipelago to the northeast Indian
Ocean could be respoilsible for tihe large steric height gradient, a feature which makes

the Leeuwin Current unique among eastern boundary currents.
McCreary el a,. (1986) rejected the throughflow as being a primary forcing rnech-

anism and proposed that thermiohaline gradients were responsible for the alongshore
pressure gradient. Their model resLIts showed a poleward surfhce current and
equatorward undercurrent comparable in strength to observations, but no mesoscale
features were shown. Kundu and McCreary (1986) examined the throughlflow theory
separately and produced a weak poleward flow and concluded that the throughflow was
a secondary forcing mechanism.

Thompson (1987) used an analytic model of the Leeuwin Current to investigate why
the flow is poleward and why no upwelling occurred, despite the upwelling.favorable
wind. Thompson (1981) concluded that the wind-mixed (or surface Ektnan) layer is deep
enough to reduce the effects of wind forcing below the level of the forcing due to the
poleward pressure gradient.

Gentilli (1972) suggested that a seasonal (austral autumn and winter) throughflow
could be isolated in the northeast Indian Ocean during the austral summer and thus

could provide a source for the subsequent Lecuwin Current generation. Ti1s theory is
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supported by the satellite image of Pearce and Cresswell (1985) in Figure 2. The image

is consistent with a large wedge-shaped mass of warm water off northwest Australia

funnelling in to a poleward current. Weaver and Nliddlcton (1989) used a Bryan-Cox

ocean general circulation model to investigate the contributions to the Leeuwin Current
from both tile alongshore density gradient and the warmer, fresher North West Shelf

waters. The model, which includes simple coastal geography and topography, produced

a realistic Leeuwin Current, but the current lacksn mesoscale variability. Weaver and

Middleton (1989) concluded that the Lceuwin Current is a baroclinic current driven by

the alongshore density gradient. They also believe the current is strengthened locally,

by barotropic enhancement, in the vicinity of the source of the North West Shelf'waters.

D. THEORIES FOR THE LEEUWIN CURRENT

Despite extensive modeling studies throughout the 1980's, a complete explanation
for the Leeuwin Current and its different features in comparison with other eastern

boundary currents remains outstanding. A synopsis of current theories is presented be.

low.

1. Generation

There is general agreement (e.g., by Thompson, McCreary, Godtrey, CrcssweUl)
that the Leeuwin Current is generated by a mcridional pressure gradient which over.

whelins the opposing equatorward wind stress. The wind forcing effects are diminished

by deep mixed layers (Thompson, 1987), possiblyifortmved in response to a strong heat

flux out of the ocean, which is a feature unique to the Lecuwin Current among eastern

boundary currents (llsiung, 1985).

The source of the Lecuwin Current water is predominantly geostrophic inflow

from the west (McCreary et al., 1986; Thompson, 1987), and is augmented by a source
from the North West Shelf(Kundu and McCreary, 1986; Weaver and Middition. 1989),

possibly having its origin in the Pacific Ocean (Godfrey and Ridgeway, 1995). The ill-

flow of the North West Shelf water is consistent With the warm, low salinity signature

of the Leeuwin Current surface waters.

The results of Weaver and Middleton (1989) suggest that both the poleward

gradients of temperature and salinity are sufficient to establish a pressw a gradient strong

enough to support the observed flow. Godrrey (198$) proposes enhancenient of this

pressure gradient by the build up of warm fresh water near Indonesia due to the action
of zonal winds in the equatorial Pacific. lie further proposes a feedback loop in which:

(1) the advection of warmn water poleward by the Leuwin Curreia causes high latitude
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heat losses; (2) this enhances the alongshore pressure gradient, and; (3) drives the

Leeuwin Current.

2. Seasonal Variation

The seasonal variation in the Lceuwin Current is addressed by Godfirey and

Ridgeway (1985). They attribute its marked variability to changes in steric height, driven

by monsoon winds to the north of Australia, coupled with the local variation in wind

stress. In addition, they note the seasonal throughiflow of warm tropical water proposed

by Gentilli (1972). To these theories we must add the effiect of seasonal variations in

mixed layer depth which are central to Thompson's (1987) model of the current.

3. Nlesoscale Variability

One of the major gaps in Leeuwin Current research is in the area of the complex
eddy fields found in the current. Whilst observational studies (I lamon and Cresswell,
1972; Gelding and Symonds, 1978; Andrews, 1977. 1983) reveal the nature and charac-
teristics of the mesoscale features, no modeling studies have successfiully produced eddy
fields which would allow analysis of their generation mechanisms.

E. OBJECTIVE OF THE THESIS

The objective of the thesis is to use a full prinmitive equation (PE) numerical model
to investigate the generation and stability of the Lecuwin Current. 1'he roles of the In-

dian Ocean temperature field, North West Shelf water and local wind stress in generating

the current will be investigated. The model generated current will be compared with
LUCIE data and the resulting flow analyzed for energetics and stability. lhe use or a
multi-level PE model with active thermodynamics and appropriate choices for dillbsion

paranicters should result in the first eddy resolving modeling study of the Lecuwin Cur.

rent and its eddy fields.

Initialization will be similar to that used by Weaver and Middleton (1989), but, with

the inclusion of wind forcing, a more complete picture or the generation mechanisms

should result. The use of a straight meridional vertical wall for the coastline and the

absence of shelf and bottom topography should not severely limit this process oriented

study as the coast is generally straight over the domain (22"S to 34'S) and, as Weaver

and Middleton note, their modeled current is centered near the shelf break. This study

should confirm and extend previous modeling studies and provide a firm basis for further

research.
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If. MODEL DESCRIPTION

A. MODEL EQUATIONS
The numerical model is that used by Batteen et al. (1989). It is a ten-level, MI- model

for a baroclinic ocean on a fl- plane, based on the hydrostatic. Boussinesq, and rigid lid
approximations. The governing equations, written in standard notation, are as Ibllows:

S -1 +fv•-4 AMV~u+ •" + -- +2 + (u) (13

~ -4--im -,Iv•fVv + K,,, " + 6ir) [(2

dli

(tIt

W= - L L.( + e•t' Tar) C3

In the equaiions, (x,ylz) is a Irillhtihanded coordinalte system widh x toward shlore, y
alongshore and z upward. The corresponding velocity c:ompontents are (u,v~w), t denotes

tune, T is temperature, j density and p' the depa~rture or the pressure trom its vertical
aiverage. In equations (32 and (4], € is ai dummy ,,arialble or integration. E~quation [(4]

assumes a constanlt deptlh av'eragled pressure ot zero which negaites the barotropic mode-

lin this study. The equation of state ($3 alsstumes density that Is a fttuctiott of toniplerature
orily. Justficaiiton rot this aissumptioni is gliven in C~hapter 3.

In (6], Q, - C i heating due to solar radiation with

dtO
In ~ C th0qain,:y)i ih-addcoriaesse.wt oadsot

alnghoe ndz pwrd Tecotepodig elciy omoens re(uvA,, 1noe



S= S(R exp(--) + ( - R) exp(4--')), [7]
'I '2

where S. is the downward flux of solar radiation at the surface, It = 0.62 is the fraction

of solar radiation absorbed in depth z, = 1.5 rn leaving (I - R) = 0.38 to be absorbed

by depth z, - 20.0 m (Paulson and Simpson, 1977). The terms J,(u), Jj(v) and 6,(1)

represent the vertical turbulent mixing of zonal mnomcntum, nieridional mnomentum and

heat, respectively, by a dynamic adjustment mcchanisni which maintains stability in the

water column (Adamec et al., 1981). Appendix A details other symbols used in the

model equations and provides values fbr constants used in the study.

"The boundary conditions at the surface (z - 0) are:

mt .Lu . 0 [8]az

Kt av T q

Kit Q8 El-ul) [t

and at. tihe bottom (z 11 l) are:

" •. CoW. + V,2)(c. [1,y 2J

KM, • CD(u' au. + V [1) 3]

S I? (9]S +VAY

ar a

Kit-f "0 - 143

w- 0. .IS]

IL FINITE DIFFERENCING

For the finite difrerencinsg. a space-staggered Bsch-eme patterned after Arakawa and

Lamb (1977) is'used in the horizontal. In the vertical, the 10 layers are .separatcd by

constant z levels at depths or 13, 46. 98, 182, 316. 529, 870, 1416, 2283 amd 3656 mn.
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C. DOMAIN SIZE AND RESOLUTION

The eastern boundary of the model domain represents a straight idealization of tile

continental shelf of Western Australia. The model domain is a rectangular area 1280

km alongshore covering latitudes 220 to ."' and extends 576 km off1shore. lHorizontal

resolution of the model is 20 km alongshore and 9 km cross-shore. Comparisons with

numerical simulations made by a higher resolution model (10 km by 9 kin) with half the

latitudinal extent showed no significant degradation in the resolution of mesoscale fea-

tures in the coarse grid model; hence the present grid resolution was adopted to enable

coverage of the larger geographical region off Western Australia. To facilitate compar-

Sison with other eastern boundary currents (which could be in either hemnisphere), model

results will be discussed in terms of alongshore (poleward or equatorward) and cross-

shore (onshore or offshore) flows.

Although Weaver and Middleton (1989) found the presence of a sloping shelf was

necessary to trap the eastern !oundary curre:-t generated by their model, both coastline

features and topography nre omitted from this process oriented study. The inclusion of

coastline features and bottom topography, and an examination of thlir eflIcts on the

current and eddies, t.re considered a separate study. The constant depth used in the

model is 4500 m.

D. HEAT AND MOMENTUM DIFFUSION

A biharmonic closure system is used for lateral diffusion of heat and momentum in

preference to a Laplacian closure. Holland (1978) showed that the highly scale selective

biharmonic diffusion acts predominantly on sub-mesoscales while Holland and Batteen

(1986) Fbund that baroclinic mesoscale processes %;an be damped by Laplacian lateral

heat diffusion. As a result the use of biharmonic lateral diffusion should allow mesoscale
eddy generation via barotropic and/or baroclinic instability mechanisms. Coefficient

values are given in Appendix A.

E. WIND FORCING

The incorporation of wind forcing into the P13 model is described in Chapter Iii.

Consistent with the wind band forcing used by McCreary et al. (1987) and Batteen et

al. (1989) all wind forcing is imposed in the interior only and tapered to zero near the

southern and northern open boundaries.
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F. SURFACE THERMAL FORCING

The total heat flux across the surface is initially set to zero in all experiments. The

downward flux of solar radiation, (S,), is calculated as a function of the solar insolation

at the top of the atmosphere (S;) and cloud cover (n) using

So =-.J,95(0.74 - 0.6n)S., [16]

(Hanely et al., 1978) T[he net longwave radiation (Q,) and sensible (Q.) and latent heat

(QE) fluxes are computed from bulk fbormuias based on cloud cover, wind strength

(I VAI), sea surface temperature (7'-) , saturation vapor pressure (es) , and atmospheric

vapor pressure (eA) for a range of air temperatures (Ilaney et al., 1978) using
12Q8 = 0.985c((Ts) 4 [0.39 - 5.0(eA)T](I - 0.6n ) [17]

QS = PACIICI VA1(7S - Th) [18]

QE = PA C11LI V J(O.622/p,1)(es - [j). 19]

Vapor pressures are calculated using the Clausius Clapyron equation

940S.- [253.es = 10o`°5 7 [20]

and using relative humidity (r)

eA = res, [21]

Values of constants are given in Appendix A. The resulting air temperature, which

corresponds to a value of Q,, = Q, + Q$ + Q, = So, is then used in the model for all ex-

periments. Any subsequent surface heat flux forcing is therefore a secondary effect of

the changes to sea surface temperature due to the forcing mechanisms being investi-

gated, i.e., forcing due to the wind and/or thermal structure of the ocean.

G. BOUNDARY CONDITIONS

The eastern boundary of the domain, which represents the coast of West Australia,

is modeled as a straight vertical wall and has a no-slip condition imposed. The northern,

southern and western borders are open boundaries which use a modilied version of tho

radiation boundary conditions of Catnerlengo and O'Brien (1980).
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!II. INITIALIZATIONS, FORCING AND EXPERIMENTAL DESIGN

A. INITIALIZATIONS

1. Ocean Thermal Structure

The ocean temperature structure used to initialize the experiments is considered

in two parts with the warmer, less saline North West Shelf waters considered separately

from the Indian Ocean waters.

a. Indian Ocean

The initial temperature data used for the Indian Ocean is presented in Trable

I below for each layer of the model.

Table 1. INITIAL TEMPERATURE (OC) FOR INDIAN OCEAN

Lati- Layer
tude
0s 1 2 3 4 5 6 7 (8 9 1o
22 24.0 22.9 21.6 19.2 14.5 09.4 05.9 03.5 02.0 01.0

24 23.3 22.3 20.9 18.6 14.3 09.4 05.9 03.5 02.0 01.0

26 22.6 21.7 20.3 18.0 14.1 09.3 05.9 03.5 02.0 01.0
28 22.0 21.0 19.7 17.4 13.9 09.3 05.9 0)3.5 02.0 01.0

30 21.3 20.4 19.0 16.7 13.6 09.2 05.8 03.5 02.0 01.0

32 20.6 19.8 18.4 16.1 13.4 09.2 05.8 03.5 02.0 01.0

34 19.9 19.1 17.7 15.5 j 13.2 09.1 05.8 03.5 02.0 01.0

The temperature data was derived from Levitus (1982). After interpolating between data

points, a vertically integrated temperature for each layer was calculated and applied to

the constant z levels. For computational ease, the data was further smoothed and a

linear gradient fitted to each layer over its meridional extent. Zonal homogeneity was

assumed at all levels as the data shows little variability apart l'rom in the region of the

Leeuwin Current. Slight differences between the final values used for the Indian Ocean

forcing in this study (Table I) and those of Weaver and Middleton (1989), since tile same

data source is used, are likely due to slightly dilferent vertical integration and smoothing

techniques. A meridional cross section of the domain showing the Indian Ocean tem-

perature Ht--tization is given in Figure 4.
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Figure 4. Indian Ocean temperature initialization: Meridional cross-section

showing initial thermal structure for Indian Ocean forcing.

Salinity values from Levitus (1982) have a range of only 35.6 ± 0.2 psu over

most of the domain in the upper five layers. This range is considered narrow enough to

discount salinity variability so that no compensation is made for the assumption that

density is a function of temperature alone.

b. North West Shelf

To investigate the impact of NW Shelf waters separately from the Indian

Ocean, the NW Shelf waters are initialized separately in the model. As for the Indian
Ocean, the data was again derived from Levitus (1982) and vertically integrated and

smoothed. Due to the marked contrast in salinity between the water masses or the In.

dian Ocean and the NW Shelr the NW Shelf waters are given an equivalent temperature

which compensates for variations from a mean salinity of 35.6 psu.
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The NW Shelf water is restricted to the upper five layers only so that the

lower layers are initialized as for the Indian Ocean. When included in the experiments,

the NW Shelf water is treated as a raft of warm water in the inshore equatorward corner

of the model and is linearly smoothed into the surrounding Indian Ocean waters. The

initial temperature structure of the NW Shelf water is shown in Figure 5, where a

meridional cut is taken through the inshore waters showing both the NW Shelf water

and the surrounding Indian Ocean temperature structure. The values used to initialize

the NW Shelf waters are presented in Table 2.
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120 1152 1024 395 768 840 512 384 256 125 0
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Figure 5. NW Shldf temperature Initilizaltion: Meridional cross-section showing

initial thermial structure for NW Shelf and Indian Ocean forcing.
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Table 2. INITIAL TEMPERATURE (*C) FOR NORTH WEST SHELF
Layer Temperature

1 29.5
2 28.5
3 26.0
4 20.5
5 15.7

2. Wind Forcing

Monthly wind stress component data was taken from Godfrey and Ridgeway

(1985) and converted back to the cross-shore and alongshore components of the wind

velocity using:

[., (-P") + (')23+ (22]

and

8 - tan-t( ' (23]

so that

U-- cose0 (24

v m sine [25J

I lare, "the same choices as used by Godfrey and Ridgeway (1985) (or the drag coeflicient

(CD - 1.3 x 10-'. after Nelson, 1977) and p - 1.23 x 10.3 are used. The values rot wind

stress and the corresponding components of the wind are given in Tables 3 and 4 reo

spectively.
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Table 3. MONTHLY COMPONENTS OF WIND STRESS (dynes cm2)
Jan Mar May Jul Sep Nov

20 0 -25 0S T" 0.0 -0.1 -0.2 -0.6 -0.1 0.0
T , 0.7 0.6 0.2 0.1 0.6 1.0

25,-30°S 0.0 -0.1 0.0 0.1 0.1 0.0
S30. . r 1.2 1.0 0.3 0.1 0.5 1.1

30 0 -35 0S r" 0.0 -0.1 0.4 1.5 0.8 0.1
_ 0,8 0.7 0.2 0.0 0.4 0.7

Adapted from Godfrey and Ridgeway (1985)

Table 4. MONTI ILY COMPONENTS OF WIND VELOCITY (cm s-1)

_... .. . Jail Mar Niay Jul Sep Nov

200-25 S U 0 -99 -289 -592 -99 0.0
v 644 592 289 99 592 769

-77 0 204 108 0
v 843 767 421 204 538 807

30 -35 *Su 0 -91 40) 942 650 91

v 688 640 230 0 325 64(0

Even though Table 4 shows large temporal and spatial variability for the wind
stress, a simpler but still representative initialization of the wind velocity was used for
this study. The meridional variability was included by dividing the domain into three
wind forcing regions consistent with the latitudinal divisions of 25*S and 30'S In Table
4. The wind stress field for May was selected as representative of the Leeuwin Current

generation period as it Is neat the middle of the observed period of maximum poleward

flow (autumn and winter). Examination of wind velocities in Table 4 also shows that

the May figures are a reasonable approximation to the mean values for the period

March to July. The wind forcing used in the model is shown in Figure 6.

3. Atmospheric Thermal Forcing

The choice of a representative air temperature for the zero initial surface heat

flux, described earlier, is made complicated by the large latitudinal range of the domain.

Mean values over the entire domain for cloud amount, sea surface temperature and rel.
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Figure 6. Wind Forcing: Cross-shore (4) and Alongshore (b) components of'
wind forcing used in the model, which is a generic (northem hemisphere)

eastern boundary current model. Positive values of wind strength cor-

respond to onshore and poleward wind velocities.

ative humidity (from USSR Ministry of Defense, 1979), and insolation at the top of the

atmosphere (from List 1963) are listed In Table 5. The sensitivity of the heat budget to

seasonal variations in wind strength was tested using the wind velocity data for May to

July. Since the air temperature required ror a zero initial heat flux (using the wind

strengths in Table 5) is 297.7 K for May and 298.3 K rot July, a value of 298.0 K was

used in the model.
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Table 5. HEAT BUDGET PARAMETERS

Cloud cover 0.65
Sea surface temperature 21.5 ° C
Relative hunidity 0.65
Insolation at top olfatmosphere 595.5 cal cm- 2 day-t
Wind strength (May) 400 cm s-I
Wind strength (July) 589 cm s-1

B. EXPERIMENTAL DESIGN

1. Forcing by an Initialized Current (Case 1)

A preliminary experiment, designed to test the model and confirm its ability to

produce and resolve mesoscale features, was conducted. The model was initialized using

a current field based on observations reported by Thompson (1984) and run for 40 days.

The vertical structure was defined using a surface poleward flow of 50 cm s-, decaying

exponentially to zero current at 150 m. A sinusoid was used to deine the undercurrent

which has maximum strength of 30 cm s-1 at 300 m. The horizontal structure is

Gaussian with maximum flow initialized 40 km offshore. The initial background tem-

perature field used were based on the climatology of Levitus (1982) and decreases ex-

ponentially from 25'C at the surlace to 2'C at 4500m. The initializations for Case I are

shown in Figure 7.

2. Forcing by the Indian Ocean Density Field (Case 2)

The first of the forcing mechanisms to be investigated is the Indian Ocean

thermal gradient. In this experiment, the model is initialized with the temperature data

from Table I and allowed to run for 160 days. The length of this time period was chosen

to include both the generation of the current and any eddies which amy form on ,ahe

flow.
3. Inclusion of North West Shelf Waters (Case 3)

To investigate the role of the NW Shelf water, the background Indian Ocean

thernmal field Is retained to maintain the forcing as in Case 2. The warmer water, as de-

tailed in Table 2, is then added to the inshore, equatorward corner of the mnodel to sir.

ulate the influx of NW Shelf water, consistent with satellite imagery. The hmodel is then

run for 160 days.
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4. The Role of Wind Forcing (Case 4)

The forcing of the Leeuwin Current by wind is investigated over 160 days using
the wind velocity data for May in Table 4. The Indian Ocean thermal structure is
maintained thus allowing comparison between cases 2 and 4 to isalate the efllcts of the

wind.
5. Combined Thermal and Wind Forcing (Case 5)

In the final experiment, all three proposed forcing mechanism%, i.e., the Indian

Ocean thermal field, the influx of NW shelf waters and wind stress are combined and the
model run for 240 days. In addition to generating the current and eddies, the longer
period should allow the flow to evolve towards a statistically steady state, allowing a
more detailed analysis of the instability to be conducted. As the Lecuwin Current is a
strongly seasonal reature (Godfrey and Ridgeway, 1985; Pearce and Cresswcll, 1985), it
is considered unrealistic to run the model on longer without including seasonal vari-
ations to the forcing mechanisms.
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IV. ANALYSIS TECHNIQUES

A. ENERGY ANALYSIS

An energy analysis based on that of Han (1975) and Semtner and Mintz (1977) was

made to gain a better understanding of the energy transfers in the unstable flow. The
energy calculations are presented using the Scmtner and Mintz (1977) notation:

()time average

( )' time deviation

(') horizontal space average

( ) horizontal space deviation
1. Kinetic Energy

The kinetic energy (K) is calculated by:

Kw 14 +2 226]
2

and prescnted in a time series plot. After reaching a quasi.steady state in which the total
kinetic energy is nearly constant, the time mean and time eddy kinetic energy are calcu-

lated by:

L27]2

72 '

2. Available Potential Energy

-Available potential energy (P) is calculated by:

(29]

and plotted in a time series to determine when a quasi-steady state is reached and sta-

tistics can be collected. The temporal mean and eddy available potential energy are then

calculated by:
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3. Energy Transfers

The transfers between the energy types are defined, after Serntncr and Mlintz

(1977) by:

(K-. P) ari(2

K)~cS ae~ V.. 3

The model output consists or velocity components and temperature at daily Iin-
tervals at each grid point and necither the verticat'velocity nor any advection terms cal.-
culated by the model are stored. As the calculation of the energy transfers requires bothv
vertical velocity and numerous advection terms, these were recalculated In the same.
manner as in the model but using the stored CauS of U, V. and T as the input data..
Titus, althoughi the energy transfers are recalculated rrom model output, they are done
consistent with the initial calcuations or vertical velocity and advection terms by the
model.

4. Eneargy Transfer Diagramu
Using die energy transfras calculated above and die temporal mean and eddy

kinetic and available potential energy values an energy transfer diagram. may be con-
structed for those periods in which the totol energies lire nearly constant. Setu~tner and
Mintz (19") applied their energy trantrer analysis to currents which. had become un-
stable, geneasted eddies and then reached a quasi-steady state. Io this study, the steady
energetic state prior to eddy Seneration will be examnfued avid the energy transfra plots
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and diagrams used to argue for the instability mechanism which leads to the initial eddy

generation in each case.

B. SPECTRAL ANALYSIS

A spectral analysis technique discussed by Lopes da Costa (1989) is used to estimate

the dominant wavelengths at which eddy growth occurs. The time evolution ol the eddy
fields can be seen on 3-dimensional time series plots o" spectral density versus alongshore

wavenumber. The alongshore wavenumber is selected based on an assumption of a

meridional anisotropie preference for the eddy development. The model configuration

of 65 alongshore temperature grid points and 64 velocity points is ideal in allowing data

over the entire domain to be used in computing the discrete Fourier transform based on

64 points.

Features used in the spectral package include pre-whitening, which allows a rejative

energy maxima to be determined more easily when the general spectrum is high in the

wavenumber region of' interest and no clear peak is apparent. 'I he pre-whitening pro-

cedure consists of differentiating the series in the space domain and using the translfr

function to integrate in the wavenuinber domain after the estimation of the spectral en-

ergy densities.
Leakage due to the finite length of the series is reduced using either a cosine taper

or I lanning window. The loss of variance due to the windowing is then compensated for

by scaling the calculated one sided spectral density by a factor of 2.0 for the I lanning

window or 1.1 for the cosine taper. Lopes da Costa (1989) concludes that, in gnteral.

the combination or a cosine taper and no pre-whitening best conserves total variance.

A IHanning window either with or without pre-whitening is found to give better results

if the wavenumber with the maximunI spectral density is to be detei Wined, without .-

gard to the total variance.

As the energy is calculated using the techniques described earlier in this chapter, the
conservation of variance is disregarded in ravor of the detettining the wa'enumber with
maximum energy and a Ilanning window used without preo-whitening in this study. oro
a more detailed explanation of the spectral analysis package, the reader is reltrred to

Lopes do Costa (19S9).

C. STABILITY ANALYSIS

The stability analysis used in this study is based on Iatteen et al. (1989) who inves.

dgated the dynamics of the eddy generation observed in the 1E model. The potential
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for instability is decermined by examining the potential vorticity (q) of the flow and also

its cross-shore derivative (---) The potential vorticity is calculated by:CX

q=(f+ 4) 7' a 7" av [36]

=z ax az

where

-v &i [37]

For a flow which has a basic state changing slowly in space and time Kamenkovich

et al. (1986) give the necessary conditions for baroclinic instability as: T- change sign,
and ý F be positive somewhere in the flow. They also give sufficient conditions for the

instability mechanisms. For baroclinic instability, the rource of energy is the vertical

shear in the mean flow, ( ) and the scale of the generated disturbances is of the order
of the Rossby radius of deformation. For barotropic instability, the energy source is the

horizontal shear in the mean flow (- ) and the disturbances grow at a scale less than
the Rossby radius.

The sufficient condition for baroclinic instability (Kamenkovich et al.: 1986) of a

nfinimum vertical shear is not required for this study as the mean flow is strongly

meridional. Olivier (1987) showed that on a fl plane, energy can be released in a

meridional flow without being acted upon by P; hence any vertical shear which is greater
than the dissipation level in the model may produce instability.

The individual components of the analysis, namely energy transfers, spectral analysis

and the instability analysis should all complement each other. From the energy transfier

analysis, the location and magnitude of baroclinic and barotropic transfers can be found.

Those waves which are unstable and, in particular, the fastest growing wave can be de-
termined from the internal Rossby radii and the spectra can confirm whether those

waves do indeed exist.
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V. RESULTS AND DISCUSSION

A. LEEUWIN CURRENT GENERATION

To determine the success of the model in generating the Lecuwin Current, the data

from the model will be compared with observational data collected during LUCIE. A

simple statistical test will be used to test the hypothesis that the mean velocity compo-

nents and temperature from the model could come from a population having the mean

and variance of the observed data. The comparison between model and observation

data will be done at three locations, one in each of the different wind forcing regions

used in the model. The three locations are chosen to best coincide with deep water

LUCIE stations and cover almost the entire latitudinal extent of the domain. Figure 8

shows the location of the LUCIE stations used in the comparison.

-The contribution of each of the forcing mechanisms in each region of the model is

determined by choosing a grid point representative of the current in that region for

analysis. The points chosen are 45 km offshore of the model's eastern boundary. Based

on satellite imagery (e.g., Figure 2), a position 45 km from the shelf break is on the

western side of the core of the current and in a region of eddy generation. Analysis of

the model data at these points should show a generally poleward flow with variability

due to instability in the current. Time series plots and summary tables of velocity com-

ponents and temperature will be presented to show the effect of the forcing mechanisms

at a range of depths. The positions of the points at which the time series are plotted are

also shown in Figure 8.

For ease of comparison between model results and observational data, the
alongshore velocity components have been given the same sign convention, one con-

sistent with the model and the northern hemisphere. Despite the application of the

model results to the Lceuwin Current, the change is easier performed on tables of ob-

servations than on plotting and analysis routines which access the model output directly.

Grid point (60,11), designated A, is selected for analysis of the model output at the

equatorward end of the domain. It is poleward of the region initialized with the warnm

water representing the NW Shelf waters and latitudinally central to the wind forcing re-

gime for that region of the model. The comparison at the equatorward end of the model

domain will use data from grid point (58,14), designated B. This is the closest point in

the model to the station designated 112 by Boland et al. (1989) from LUCIE. The shal-
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low waters (- 80 in depth) in which the LUCIE array 112 was deployed make it barely

suitable for use; however, since it is the only observational data available, it will be used

to give at least some indication of the model's accuracy in that region.

Grid point (60,33), designated C, is chosen as representative of the current in the

middle region of the model and will be used to discuss the effects of the difthrent forcing

mechanisms in that region. A mean of grid points (62,40) and (63,40) corresponds to the

Dongara array designated D4 during LUCIE and will be used for comparisons. Data

from these grid points is designated D in this study. Array D,4 is chosen over the other

Dongara arrays for comparison as it furthest offshore, thus minimizing the e[rects of

bottom topography. No shallow water comparison is made with the current meter data

available over the shelf, as a shelf is not included in the model.

Finally, in the poleward third of the domain, grid point (60,55), designated E, is se-

lected as representative of the current in that region, being away fioom boundaries,

latitudinally central and on the westerri side of the core of the current. In selecting Cape

Mentelle arrays M 3 and M4 for the comparison at the poleward end of the domain, the

same reasoning is used as for the deep water Dongara stations. The model data is de-

rived from an average of grid points (62,64) and (63,64) and is designated F. The posi.

tions of points A through F is shown in Figure 8.

i. Equatorwaed End of Domain

The model results at selected depths for grid point A are presented in rable 6.

Figures 9, 10, and I I show the time senes for each Case at depths of 10 m, 100 m and

300 n. The veiocity scale is unchanged over the series of plots to emphasize the mag-

nitude of the fluctuations for each case. The tabulated data together with the figures

will be used to examine the eflfct of each of the forcing mechanisms in the equatorward

region of the model. Only Cases 2 through 5 are considered. Case 1, addressed in

Chapter V. B. 1, was run as a test case for the model and does not include any forcing

by the mechanisms under investigation.
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Table 6. MODEL RESULTS. POINT A

Case 2 Case 3 Case 4 Case 5
Mlean S.Dev. Mean S.Dev. Alean S.Dev. Mean S.l)ev.

u 1.1 0.3 13.5 18.0 -2.6 1.4 7.6 15.3

10 in v 2.1 1.5 17.6 16.6 4.5 1.5 10.3 14.8
7 23.1 0.1 26.4 1.8 22.2 0.3 24.1 1.6
U 0.8 0.4 11.0 13.3 -1.7 1.2 7.6 11.7

50m v 1.6 1.5 13.7 13.2 3.4 1.6 9.3 12.8

T 22.3 0.0 25.2 1.5 22.1 (1.2 23.7 1.4

u 0.6 0.3 7.3 10.5 -1.6 1.0 5.3 8.9

100 in v 0.9 1.4 9.0 10.3 2.6 1.5 6.8 11.1
T 21.1 0.0 23.8 1.0 21.1 0.1 22.6 1.1
u -0.2 0.2 2.6 5.2 -1.0 0.7 4.3 5.2

300m v -1.1 1.2 -3.7 4.0 -0.5 1.3 -1.5 7.0

T 15.0 0.1 16.0 0.3 15.0 0.1 16.1 0.3

U -0.1 0.2 0.3 2.8 -0.3 0.2 1.8 3.3

500 in v -0.9 0.8 -6.0 3.4 -0.6 1.0 -5.5 3.8
T 10.1 0.0 10.5 0,1 10.1 0.0 10.6 0.1

a. Case 2. Forcing by Indian Ocean Density Field

The Indian Ocean density field, as defined by its temperature structure, is
sufficient to establish a surface geostrophic flow with onshore and poleward compo.
nents. The onshore flow is weak and decreases with depth, reversing direction and be.

comning offshore above 300 m. The alongshore flow shows a similar trend, being
poleward in the upper layers, reversing with depth and showing little variability over the
160 days of the run.

b. Case 3. Forcing by Indian Ocean and NOV Sliet#

The addition of NW Shelf water to the Indian Ocean forcing leads to a

much stronger and highly variable flow. The strength of the onshore and the poleward

components of the flow increases markedly. The much wanner temperatures in Case 3

compared with Case 2 highlights the advectton of the warmer NW Shelf water poleward.

In the vertical structure, the depth at which the flow reverses appears, by interpolation,
to be slightly deeper and the equatonrard undercurrent is also increased in strength

compared with Case 2. In view of the proxinity or point A to the source of the shelf
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water, the domination of the geostrophic flow in Case 2 by the shelf water is expected
so that further downstream, these effects should be decreased.

c. Case 4. Forcing by Indian Ocean and Wlinds

At the equatorward end of the domain, the winds have offshore and
equatorward components (Table 3); hence their effect on the surface current, according
to Ekman theory, should be to transport mass poleward and offshore respectively. TFable
6 shows that the cross-shore flow reverses in the upper 100 rn from tile onshore flow of
Case 2, and the flow is now offshore at all five chosen levels. The alongshore compo-
nent of the current is stronger in the poleward direction, consistent with the coastal
Ekman theory. This increase in strength of the poleward component of the flow into the
prevailing wind has been observed in current meter data collected at the southern end
of the NW Shelf by I lolloway and Nye (1985). Below 100 m, the equatorward under-
current is still present but has weakened slightly from Case 2. A temperature decrease
from 23.1 *C to 22.2"C in the near surface layer (10 m) is consistent with upwelling due
to the equatorward alongshore component of the wind.

Comparing the magnitude of the variations in velocity components and
temperature due to the addition of NW Shelf water (Case 3) and wind forcing (Case 4).

the effect of the winds is clearly less significant than the NW Shelf waters. The wind
forcing would appear to be a significant feature only during those periods when the NW
Shelf waters are not present, possibly immediately before the influx of thle warmer wa-
ters. From the monthly components of wind stress (Table 3), one observes that the wind
stress between 20'S and 25"S in November and January has no zonal component. This
is the period during which the Leeuwin Current is weakest and often non-existent

(Godfrey and Ridgeway, 1985). The change in the wind stress to a strengthcning off-
shore component and weaker alongshore component coincides with the seasonal gener.
ation of the Leeuwin Current. Although this study shows the ellbct of the winds to be
second order to the NW Shelf waters, they may play a significant role in determining the
timing of the poleward surge of the warmer NW Shelf waters, which, once established,
dominates the flow regime.

d. Case S. Forctnh by Indian Ocean, NIV Shelf and iFbnds
The flow resulting from the combined effect of the three forcing mechanisms

shows that their net eflect is dominated by the inclusion of the NW Shelf water and that
the combined flow is weakly non-linear. In Case 3, the addition of the NtW Shelf waters
to the Indian Ocean waters (Case 2) led to a large increase in the strength of both the
onshore and poleward components of the flow. In Case 4, the effect of the wind forcing
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was to create an offshore flow, whilst increasing slightly tile strength of the poleward
flow. Upper layer temperatures were much higher in Case 3 and slightly lower in Case
4. The combined florcing produces a current which is closer in character to Case 3 than

Case 4. The flow is onshore and poleward in the upper layers with an cquatorward
undercurrent at and below 300 11. Temperatures are increased at all levels froni Case

2. The flow in Case 5 clearly shows the contributions of the NW Shew raters and the
wind forcing on the current generated in Case 2. Since their combined.effect cannot be

calculated by a simple linear addition of the individual elle•cts, it is likcy.y that the forcing
mechanisms are weakly non-linear in the equatorward third of the domain.

e. Comparison with Observations

A comparison between the statistics from Case 5 at a depth of 65 'n and the
observations at the LUCIE Carnarvon station at the same depth is shown in Table 7.
The hypothesis that the mean values of the model data p, are c-ual to the me~ans of' thi

observational data p, is tested. Using the procedure of Walpole and Myers (1985) with

a significance level of a - 0.01, corresponding to a critical region of z = :±2.575, the z
statistics for u, v, and T were calculated by:

z - (.•'- •2)

n,• ) +( n-a,

where x, and x, are the means of the two populations, of and of their variances, and pt
and n2 the number of data points..

The calculated z statistics for u, v. And T are -1.35. 1.43 and 8.54 respec.

tively. Thus, the means of the velocity components front the model are not statistically

different from observations at a significance level of .0i, although the temperature data

is.

Comparing the results from points A arid 0, 63 km apart, the sensitivity or

the statistical comparison to the grid -.)oint chosen' from the model is clearly apparent.

Had a position a mere few grid points away irom point A been selected for the coin-

parison, the mean values ior u, v, and f of 7.0, 8.6. rind 23.4 respectively would have

been well outside the critical values foc the 0.01 signilicance level. "ihe strong gradient

in the mean values bet ,,een the two points, which are on the western side of the core.

of the current, indica .s the model generated current may have either a strong shear or

large variability. The sensitivity to the point chosen for comparison also reduces dte
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significance of the statistical results. One may conclude only that the model produccs

a current with similar characteristics to the Lecuwin Current as observcd at the

Carnarvon array during LUCIE.

Table 7. MODEL/OBSERVATIONS COMPARISON (B VERSUS
CARNARVON)

U V T
Wrean S.Dev. Mean S.Dev. fean S.Dev.

6odel -1.5 13.5 7.4 12.4 23.1 0.9
Observations 0.2 6.3 15.7 8.9 22.3 1.5

2. Centei of Domain

Table 8 contains model results for selected depths for point C, (Figure 7) chosen

as rep isentative of the center of the domain. 1 his table, along with Figures 12. 13 and

14, will be referred to in discussing the effects of the different forcing mechanisms over

the middle third of the domain (covcring approximately latitudes 26* to 30*).

Table 8. MODEL RESULTS. POINT C

Case 2 Case 3 Case 4 Case e
Alean S. Dev. Am S.Dev. Akan S.Dev. Akain S.Dcv.

u 1,6 0.8 7.0 6, 0.7 4A - 3.2 14.9
10nm v 7.9 3.5 8.5 11.4 8.6 5.4 8.4 16.6

T 22.1 0.1 22.3 0.4 21.7 0.1 22.2 0.5
u 1.3 0.7 6.7 5.2 0.5 3.9 -. 1.4 13.8

50 m v 6.3 3.6 6.9 10,2 7.8 5.2 7.6 15.5

T 21.3 0.2 21.6 0.4 2135 0.3 22;0 0.6

0.9 05 6,2 4.7 0.4 3.5 -10.4 12.4--

100 m v 42 3.8 3.0 9.0 6.3 5.0 6.0 13.9
T 20.1 0.2 20.S 0.3 20.3 0,3 21.3 0.8

0.0 0.4 4.9 4.4 03. 2.4 -8.3 8.9
300 m v -2.8 4.0 4.0 6.6 0.3 51. 14.0 10.4

- 49 0.2 15-2 0.2 W-9 0 8 0.6

-0.1 0.4 3.0 3.4 0.5 1.5 -5.0 6.4
00 m -3.34 2.5 .7-.1 4.3 -I.i 4.7 -6.3 7.9

T 10.3 0A I 0I 0.2 10.2 0.1 10.5 0.4
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a. Case 2. Forcing by Indian Ocean Density Field

The features of the surf ace flow field observed at the equatorward end of the

domain, i.e., onshore and poleward flow, are much stronger in the center region of the

model. In the upper 100 m, the onshore flow is at least 50% stronger, and the poleward

flow approximately four times that observed at point A at the same levels. This is con-

sistent with the alongshore pressure gradient generating a geostrophic onshore flow

which then forces the poleward boundary current. The alongshore current is expected

to increase in strength at the poleward end of the domain as it is continually augmented

by more inflow. The variability in the velocity components is also larger in the middle

of the domain than at the equatorward end. This suggests that eddies forming in the

flow generated by the alongshore pressure gradient are more likely at the poleward end

of the domain where the flow is stronger. Temperatures are colder at point C than at

point A, which is consistent with the temperature initialization.

b. Case 3. Forcing by indian Ocean and NW Shef

The inclusion of the NW Shelf waters strongly increases the strength of the

onshore flow but has little eflfct on the mean poleward flow. The most significant

change due to the Shelf waters is in the variability which is much larger at all levels.

This increased variability is most pronounced on the alongshore velocity component.

Temperatures are slightly increased at all levels due to the advection of the wormer wa-

ters poleward. The magnitude of the temperature increast is far less than that obseri'cd

at point A. This is seen as evidence of increased mixing with the Indian Ocean water

and of a larger net flux of heat to the atmosphere during thle longer passage of the ,NW

Shelf waters away from their origin. The eflect of the NW Shelf waters is most pro-

nounced on the equatorward undercurrent which increases in strength by far more than

the poleward flow. While the increase in strength of the undercurrent is seen as a better

indicator of the overall effects of the inclusion of NW Shelf water, the surface flow is a

better indicator of the variability due to the NW Shelf waters.

c. Case 4. Frding by Indian Ocean nd 0I1,Ids
The wind stress used by the model in tile central third of its domain is;*

equatorward with no cross shore Component (Table 3). On a western boundary, this

equatorward stress is expected to force an offshore flow and bring cooler waters to the

surface. The results in Table 8 show the offshore flow at 10 in and a reduced onshore

flow at 30 in and 100 M, evidence of the expected effect of tf-. wind forcing. At 300 ni
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and 500 il, which are below the therinocline, the cross-shore flow is onshore whereas in
Case 2 the u component of velocity is negligible. This onshore flow below the

thermocline is see,. as !irther evidence of a wind forced upwelling regime as it provides
a continuity balance lor the offshore flow nearer the surtlce.

In considering the effect at point C of the wind forcing, one must account
for both the local forcing and the current advected into the region by wind forcing up-

stream. As seen earlier, the wind Forcing strengthened the poleward component of the

flow at point A. The local forcing, having no cross-shore component, does not directly
contribute to any alongshore transport. Thus, the increase in strength of the poleward
component of the flow is due to upstream wind forcing instead of local forcing.

d. Case 5. Forcing by Indian Ocean, NI V Shelf and lI'inds

The current generated at point C by the combination of the three forcing
mechanisms (Case 5) appears to be highly non-linear. 'ach of the flow characteristics
(u, v, T) reacts to the combined forcing in a fur diliirent manner than it does to each

forcing mechanism in isolation.

This is seen' most clearly in the cross-shore (u) component of velocity.
From a weak on-shore flow at 10 m, 50 m and 100 in in Case 2. which is strengthened in
Case 3 and opposed in Case 4, the combined forcing produces a mean flow which is very

strongiy offshore and highly variable. Examination of Figures 12 and 13 shows a nearly
sinusoidal trend to the velocity components which is suggestive of eddies moving slowly

past point C.
Despite the large departure from the results of Cases 2, 3, and 4 for the

cro3s-shore component of velocity, the alongshore component for Case 5 varies little
from the values recorded in the earlier experiments. The standard deviation is much
higher, reflecting the variations due to eddies. Iflowever, the mean, particularly at 10

ni., 50 m and 100 m, is not significantly different in Case S to the mean in each of the

previous cases.
One important feature of the combined forcing is the time of onset of the

variability. As can be seen in Figures 12, 13 and 14, Case 2 has little variability. With
the inc!usion of wind forcing in Case 4, low frequency fluctuations are apparent fromn
about day 80 onward. In Case 3, the variability occurs earlier and at a higher frequency

and finally in Case 5 the instability in the flow is apparent alhost inuiediatcly.
e. Comparlson with Observatiomn

Model results and observational data are presented in Table 9 for compar.
ison. A two sided test using a z statistic was again used to test the hypothesis tlmt tile
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means of the miodel and observational data arc from the same population. Using the

same significance level of 0.01, corresponding to a critical z region of +2.575, the test

Mhowed that model results differed markedly From observations for both u and T. TFhe

v component had z statistics of 2.4 (71 in), 0.34 (121 ni), 0. 11 (246 11n) and 9.27 (446 ni)

indicating good model results for the poleward flow.

Whilst the u component of' velocity from the model at point D) difklrs so

markedly from the observed values at the Dongara array, a comparison of data from

Tables 8 and 9 shows that the large onishore velocides observed during LUClIE are

produced by the model a few grid points away at point C. This further highlights the

difficulties in choosing a single point from the grid of a mnodel which has a flat bottom

and shear walls for comparison with observations, This wvould be flurdicr exacerbated

if, as suggested by Weaver and Middleton (1989), the local shielf' geographyv and topog-

raphy are important factors determining the flow characteristics.

Table 9. MIODEL/ODSERVATIONS COMPARISON (D) VERSUS DONGARA)
U V T "

71it odel 1.3 4.6 25.1 17.2 211.9 0.7
71II bservai~aons .1I5A 28.7 130.3 34.6 20.9 0.9.

41 odel 13 4.7 235 14.7 2[1.2 o-6121 t Observations -5.5 14.3 24.3 20.7 19.4 1.5.

24MiAodel 048 4.1 - ] 27 1- 0.47. O
26Observaiioies .2.4 7.7 012 11.1 14.4 0.9

Attoded 0.3 4.11 -12.7 6.5 1231 0.2
46 Observations .1.1 15. 3 -$.9 112 9.4 0.2

3. Poleivard End of domain
The results rrom the model at point C are presented~in T'able 10 along wijth titte

series plots at 50 m, 100 n-4 and 300 to shown in Figures 13. 1(1 and 1.7, respcctivaly.

The effixts of the difibrent forcing mechattistit in the poleward third of the domaiII,
coveting approximately latitudes 30' to 34', should be an extrapolation of the riesul, in

TIable~s 6 and 8 P-nd are discussed earlier.
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Table 10. MODEL RESULTS. POINT E
Case 2 Case 3 Case 4 Case 5

Mean S.Dev. M~eani S.Dev. Mean S.Dev. Mean S.IDcv.
u 3.1 2.3 4.2 13.9 1.2 5.2 -5.1 17.0

101l 1 v 8.9 8.2 14.7 14.8 8.1 11.4 12.7 16.8

1' 20.8 0.3 21.5 0.8 21.0 0.3 21.7 0.6

u 2,8 2.2 3.7 11.8 1.7 5.2 -4.2 15.9
50 in v 7.8 7.6 13.0 12.8 8.6 10.4 13.1 15.5

_T 20. 1 o.4 20.8 0.8 20.6 0.6 21.4 0.8
2.4 2.0 2.9 9.9 1.0 5.0 -4.2 14.3

100 in v 6.1 6.7 10.1 11.0 6.7 9.1 10.9 13.9
T 19.0 0.4 19.7 0.8 19.3 0.6 20.7 1.1
u 1.1 1.4 -0.3 7.9 -2.2 5.5 -5.7 10.5

300 in v 0.8 4.7 -2.5 8.1 -1.4 5.6 0.8 10.9
T 14.5 0.3 15.0 0.5 14.5 0.4 15.5 0.8
u 0.6 1.2 -1.5 6.9 -2.2 4.0 -6.0 7.6

500 i1 v .4,4 3.7 .7,7 6.6 .4.4 4.0 .4.8 8.4

T 10.4 0.2 10.5 0U3 10.3 o.2 10.7 0.3

a. Case 2. Forcing by Iniian Ocean Density Field

As theorized earlier, the strength of the onshore and poleward components

of the velocity generated by the model are stronger at the poloward end of the model

(point E) than at either of points A and C. By interpolation, the flow reversal below the

stronger surface flow appears to be deeper at point E than at point C und the under-
current is stronger at 500 in. The onshore velocity component is stronger at point U

than at either points A or C, and, as expected. temperatures are generally lower at the

poleward end of the domain.

b. Case 3. Forcing by Indian Ocean and NIF She(f

The effects of the inclusion of NW Shelf waters are similar at the poleward

end of the domain as elsewhere. The poleward flow in the upper levels (10 fi, 50 m and

100 in) increases in magnitude and variability and the equatorward component of the

undercurrent is also stronger.
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Temperatures increase at all levels due to the advection of the NW Shelf

water poleward. The magnitude of the temperature increases is less at the poleward end

than at the equatorward end of the domain.

c. Case 4. Forcing by Indian Occan and I Vinds

"The wind forcing at the poleward end of the model is mainly onshore with

a weak equatorvard component (Table 3). The efl'ccts of wind forcing at point E is a

combination of the remote upstream forcing, which contributes to the flow advected to

the poleward end of the region, and the local forcin~g. The local forcing, having onshore

and equatorward coniponcnts should produce equatorward and offl hore transport. The

local forcing is clearly the stronger of the two as the onshore and poleward flows of' Case

2, which should be augmented by upstream advection, are both reduced at point E. This

is evidence of the local offshore and equatorward Ekman transport weakening the mag-

nitude of the flow. With no offshore velocity component there are no upwelling eff•cts

seen and the temperature actually increases slightly over than of Case 2. The variability

due to the inclusion of wind forcing is much higher at E than at either points A or C.

This may be due to the higher wind stress at the poleward end of the domain than flir-

ther equatorward. A second factor may be the downstream location of point E which

makes it more susceptible to eddies which are advected into the region. Finally, the
eddies may be more prevalent purely as a function of the increase in strength of the

current at the poleward end of the domain.
d. Case 5. Forcing by Indian Ocean, NW Shcf and Winds

At point E, non-lincarity and very high variability are major characteristics
of the flow generated by the combined forcing mechanisms. The alongshore component
of the flow, whilst highly variable, is very similar in strength to Case 3. 'T'his indicates
that the wind forcing, whilst stronger in absolute terms than at points A or C. has the
least effect of the three forcing nechanisms at the poleward end of the donmain. This is
borne out by Figures 15 and 16 in which the general characturistics of plot (d) are more
similar to (b) than either (a) or (c).

The effect of each forcing mechanism on the timing and frequency of in-
stability is also seen in Figures 15 and 16. In Case. 2 (b) the instability is low frequency
and slow to develop. In Case 4 (d) it develops earlier but again at low frequency and
with low amplitude fluctuations. The NW Shelf water in Case 3 (c) leads to earlier,
higher frequency and larger amplitude deviations while in Case 5 (d) the instability is
apparent almost immediately. These results are consistent with the results at point C.
There the instability occurs earlier in Case 5, i.e., when the Jitec forcing mechanisms are
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combined. The results at point A are less clear due to the immediate proximity of the

NW Shelf water.

e. Comparison with Observations

The two-sided hypothesis test described earlier was again used to test the

hypothesis that the model and observational data are from the same population. A

significance level of 0.01 was again used and the velocity components calculated by the

model easily met the criteria. The calculated z statistics for the u components are 0.08

(43 m), 0.0 (90 m and 160 ni), 2.38 (230 m) and 0.32 (320 m) compared to the critical

value of 2.575. For the v component the z statistics are 0.76 (43 M), 0.48 (90 m), 0.26

(160 m), 0.83 (230 m) and 1.43 (320 in). Temperature values are consistently high in the

model and differ from observations by up to three degrees. Comparison of model results

at the inshore comparison point and the representative point chosen further offshore

shows a strong cross-shore temperature gradient. The discrepancy between temper-

atures from the model and observations corresponds to a two grid point misalignment

of the data from each source.

Table It. MODEL/OBSERVATIONS COMPARISON (F VERSUS CAPE
NIENTELLE)

U V T
Mean S.De,,. M1in S.De,.. Min S.ler.

Model 0.1 1.1 30.5 25.2 21.5 06
Observation,¶ 0.2 12.0 28.8 22.6 20.5 1.0

Model 0.0 1.1 24.7 21.1 20.7 0.7
90 n) Observaiions 0.0 12.7 23.8 24.0 24.6 2.6

16'0k Model -0.0 0.8 13.8 17.2 19.1 1.0
160 Obserais .00 9,3 13.4 20.0 16.9 2.1

MItit -0, 4 0.7 4.5 15.2 17.5 0.9
230m Obserriuions .1.0 6,9 3.2 20.3 14.4 2.0

M,. -0.0 0.7 -6.0 14.6 1.. 1 0.5
320 M..-.
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B. INSTABILITY IN THE LEEUWIN CURRENT

I. Case 1. Forcing by Initialized Current

Case I was run primarily as a test of the model and analysis software. The re-
sults are presented for completeness and to aquaint the reader with the analysis. Tile
results will also act as a reference for the later studies. Figure 18 shows the surface dy-
namnic height anomaly field, calculated lfrom a reference level of 2000 m. Dynamic height
anomaly plots will subsequently be referred to as pressure fields. The pressure field
shows instabilities developing rapidly in the current with perturbations apparent by day
10. By day 30 rings have formed and detached from the jet. The rings then move off-
shore from days 30 to 40.

The surface fields of velocity components and temperature are presented at 10
day intervals for the duration of the run (40 days) in Figures 19 through 21. The cross-
shore velocity field is generally the best indicator of eddy formation and by day 10 it is
apparent that instabilities are leading to eddy Iormation along the entire meridional ex-
tent of the domain. By day 20 the eddies have increased in size and move offshore. This
trend of growth and offshore movement continues to the end of the run at 40 days.

a. Energy Analysis
The energy analysis described in Chapter 4 may be used to determine the

temporal mean and eddy kinetic energy and available potential energy from statistics
collected during periods of near constant total energy. Plots of the energy transrers
during these periods give the domninant transfers and the regions in which they are most
active. The total kinetic energy and available potential energy over the entire domain
and for all layers is plotted in a time series and shown in Figure 22. The period during
which the energy analysis may be applied to determine the dominant instability mech-
anisms is the first 10 days. Since a separate layer by layer analysis showed that the upper
five layers contain most of the energy, subsequent analysis will be confined to those
layers.

Figure 23 shows the energy transfers summed over the upper five layers for
the first 10 days. Subplots (a), (b) and (c) are plotted at tie same contour intemal to
allow for easy comparison, and (d) is the cross-shore velocity component field at day 10,
the end or tlhe period under analysis. Subplot (a) shows the large trawsfer from mean
available potential energy (F') to eddy available potential energy (P) along tihe entire
inshore extent or the domain. The baroclinic transfer from P' to eddy kinetic energy
(Ps) is shown in subplot (b). and the barotropic transfer from mean kinetic energy (K)
"to K' in (c). Comparisons. of(b) and (c) and each of them in turn with (d), show that the
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_ _ instability appears to be mixed baroclinic and Earotropic, with the barotropic appar-
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is required. llte extensive regions or negative barotropic and available potential energy,
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* poleward jet (Figure 19). Similarly, in the core of tile poleward jet, where the under-

current and hence vertical shear are greatest, baroclinic instability is expected to be

dominant. To test these hypotheses, the region described above is divided into two

smaller regions, each covering live cross-shore grid points. The inshore region is in the

core of the current and the offshore region closer to the horizontal shear zone. The en-

ergy transfer diagrams for each region are in Figures 25 and 26, respectively. Comparing

the transfers for each domain, the regions of dominant baroclinic and barotropic insta-

bility can be isolated. The results clearly show that in a region of mixed instability, the

baroclinic growth will be dominant in regions of high vertical shear and the barotropic

dominant in regions where horizontal shear is strongest.

b. Spectral Analysis

The spectral techniques described in Chapter 4 are now applied to Case 1.
Figures 27 through 30 show the spectral density as a function of alongshore wavenumbcr

at 10 day intervals. As seen in Figure 23 earlicr, the u component of velocity is a better

indicator of eddy formation than either the v component or temperature. Although

spectra for each variable are on the plots, the discussion will focus on the u velocity

component. At day 10, the dominant growth is at wavenumbers k = 0.002, 0.01 and

0.015 corresponding to wavelengths of 500 kin, 100 kni and 66 km respectively. By day

20 the energy has increased by an order of magnitude and a slight spectral Shift is evi-

dent. The maximum energy is now at wavenumbers k = 0.007, 0.01 and 0.015. The

amplitude of the spectra remains nearly constant from days 20 to 40. Figure 31 shows

the time series of Figures 27 to 30. The aspect of the plots makes it possible for peaks

to 'hide' other features and the linear amplitude scale suppresses all but the dominant

wavenumbers. Comparing Figures 27 and 31, the peaks at day 10 cannot be seen on the

linear scale as they are nearly 2 orders of magnitude smaller than the maximum values

on the Plot. Figure 31 shows three dominant peaks at approximately 400 kin, 135 krA

and 90 km. By day 40 the peak at a wavelength of 135 km is the strongest. A combi-

nation of the figures allows both the wavenunibers associated with the initial growth to

be determined from the 2-dimensional plots and the general trend or shifts at maximum
amplitude to be determined from the 3-dimensional piots.

c. histabdliay Analysis

Finally, the necessary and sullicient conditions for the sources o" instability

are investigated. For baroclinic instability Kamenkovich et al.(1986) gives the neccssary:

conditions as:
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changes sign, and

_ q
is positive

somewhere in the domain. The energy source for the instability is a vertical velocity
shear (baroclinic) or horizontal velocity shear (barotropic). Figure 32(a) shows the* Sq

alongshore and time averaged horizontal gradient of potential vorticity (-t-x), and Figure
32(b) the alongshore and time averaged alongshore velocity. Both are averaged over the
model's entire meridional extent and over the first 10 days. The conditions for
baroclinicity are satisfied as A changes sign near 35 kin off'shore and the product of V41q ispsiie k
and d i positive over much of the region. The source of the baroclinic energy is
.cadily seen from the strong vertical shear. Thc strong horizontal shears further offshore
provide an energy source for the barotropic instability. The d and mean alongshore

dx
flow ficlds therel'ore support the earlier findings that a mixed instability mechanism is
responsible for the initial eddy generation. Baroclinic instability is domninant inshort

;ocaz the core of the current while barotropic instability is stronger (urther ollfhore on

the edge.
lhe Rossby radius of deformation, calculated I'rom the temperature profile

at day 10. is R,, - 21.9 kmi. The wavelength of the fastest growing wave associated with
this radius is given by 2nR, and calculated as 138 kmi. From the spectral analysis in
Figure 31 the dominant scales ror growth are near 4Wo kin. 135 km and 90 kin. The 4W4
kkm peak is attributed to a basin scale wa%e and the 135 km peak to the flastest grc.wing

baroclinically unstable wave. Possible explanations for the peak near 90 kni are second
baroclinic mode instability or growth of the barotropically unstable wave.

d. C'onchu#3ios
Ca e I was initialircd with a poleward surflace jet. and equatorward under-

current with characteristics sinfilar to the observed Lecuwin Current (Thompson. 1984).
Instability developed in the first 10 days and mesoscale eddies develop rapidly in the core
of the current and its othhore boundary. ' he instability mechanism is mixed with
baroclinic instability dominant, particularly inshore. I he contribution due to barotropic

imstability is a maixinum on the ofrshore edge or the jet. Plots or the cro"-shorc deriv-
ative of potential vorticity and alongshore velocity show that the necessary and sullicient
conditions for instability are satisfied. I lie length scale at.which maximum growth oc-
curs is 135 kin. associated with the first baroclinic mode and a Rovtby radius of' ap.
proximately 22 kin.
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Most importantly, the analysis tools are consistent and in general agsce-

ment with each other. These ;echniques riay now be applied to the ctimatologically

forced currents of Cases 2 through 5.

2. Case 2. Forcing by Indian Oceaa Density Field

Surface pressure fields at 10 day intervals are showa in, Figures 33 to 35, and the

corresponding time series of surface velocity components and tempcratures in Figures

36 to 44. The fields show the geostrophic onshore flow which feeds the poleward cur-

rent. At day 30 (Figure 37) a unilorm onshore flow and an alongshore flow which

strengthens toward the pole are seen. The first evidence of eddy generation is seen at

day 70 at the poleward inshore end of the domain (Figure 39) and the eddy de.velopment

is seen thereafler. The eddies intensify, grow, and move oflfhore, advecting warmer

surface temperatures with them.
a. Enwrgjr Analysis

The time series of kinetic energy and available potential energy are pre-

sented in Figure 45. 1 he available potential energy decreases steadily throughout

whereas the kinetic energy, initially large whilst the model adjusts geostrophically to the

forcing. is nearly steady from dayt 70 to 40. Since this corresponds to the period olfeddy

gencration, the energy traoniflas are calculhted for that period.

Figure 46 shows: (a). the transfcr between mean and eddy available poten-

tial energyv (b), baroclinic tran~f~r; and (c). barotropic transfer 16r the period days 70-90,

Also shown, ini Figure 46(d), is the cross-shore v.elocity component at day 90. The

transrers are clearly strongest in the region of the eddy developme|t. A comparison of

plot! (b) and (c), which have the same contour interval, indicates (tat barotropic insta-

bility is more important than baroclinic in providing the eddy kinetic energy. The mag-

aitude of the tranfcrs was calculated flor a sub-doninin of 6.1 km cross-shore and 100

km alongshore centered on the position of the eddy at day 90. The energy transfer dia-

grain is shown in Figure 47. The transfer diagram supports the contour plot and shows

barotropic instability to bt stronger than baroclinic in the inunediate vicinity of the eddy

devclopmeant.

b. ,Spectral dnal-sis

Figures 48 through 51 sho5w energy increasing at a wavelength near 150 kin

(alongthore wavenuinber of.- 0.t65 Am-t) during the period of eddy development (days

70. IT00). Whilst the initial development is not apparent in zhe 160 day spectral time st-

ries for Case 2 ('igure 52). the peak encigy at the end of the experiencnt is also at a
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Figure 33. Case 2. Surface pressure field, days 0 - 50: I)ynamic height anomaly

(cm) at surflacc rclative to a rcl'crcncc lcvcl of 2000 m. Contour intcrval

is 5 cm.
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06



P at day 120 depth 0 P at day 130 depth 0 P at day 140 depth 0
,1280 1280 -1280

I I

F iI

-1024 - 1024 •1024

F It

I F
F - F "- r"

-768~ -~768~ -768 E

C C: C:

512 T -512 .- 512

.256 256 -256

-- 0 . . . . . . . -0 -- '- '. 0
576 384 192 0 576 384 192 0 576 384 192 0

Distance (km) Distance (kin) Distance (kin)

P at day 150 depth O P at day 160 depth 0

I iI

-1024 -1024

-768 768

-512 T -5 12

-256 -256

0 0
576 3e4 192 0 576 384 192 0

Distance (kin) Distance (kin)

Figure 35. Case 2. Surface pressure field, days 120 - 160: As for Figure 33.
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Figure 36. Case 2. Surface velocity and temperature fields, days 0 - 10: Cross.
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Figure 44. Caw, 2. Surface Velocity and Temperature Fields, day 160: As for
{-gure 42.

wavecngth near 1.50 kni. I fence, both the development and -subsequent gtowth ofeddies

appears to be at the sami wa-ctength scale.

C. istabilfiy Analysis

T'he necessary and suflicient conditions for instability itt Case 2 arc investi.

gated using Figure 53, which plots croc; sections through the eddy generation region oPf

(a) the cross-stream derivative of potential vorticity and (b) the ,longsMhore velocity, av.

eraged over days 70 to 90. ihe: cross-stream dcrivative changes sign at several locations

and its product with the alongshore mcan flow is positive in the domain, satisfying the

necessary conditiont for baroclinic instability. I hie neccssary conditions .for an energy

source for instability are satisfied by the vertical and horiontai silears in the flow.

T'he internal Rosshy radius o( dcormnation was calculated for the region of

initial instability, using the method given in Chapter IV. as 27.6 kin. As brochinic in-

stability livors wave growth at 2af1, and barotropic growth a shorter sed,.

(Kamenkovich el at.. 1986), the dominant wavclength scale of 130 km is consistent

with the mixed instability observed in this case.
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Figure 47. Case 2. Energy transfer diagram: The cnergy transfer diagram for the

upper rive la•yers for the region between alongshore distances 1020 kin

to 1120 kin, extending 90 km oll'shore. Units For P, K, I)'and K' are

ergs c'n-r, and transfers are in units of ergs cm- 3 s-1 x 10-1.

82



Day 70: Regionl--1 64; J=1 64; K 1 ,5)
10000

LEGEND
a U: cm2 S-2km

1000t 0 V: CM7 -2km
ST: K 2 km

100

0..

I00

- "S"•o

000

00.001

Figlure 48. Case 2. Spectral dentwil! at deo, 70: Spectral density' versus alongshore

wavenUmlber at day 70. The wavetwunher has been scaled by -L and

so is an inverse wavelmlgth. A logaridlitic scale is used fro the spectral
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Figure 49. Case 2. Spectral density at day 80: As fbr Figurc 48 but at daxt80.
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Figur'e 50. Case 2. Spectra[ density at day 90: As for Figure 48 but at day 90.
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Figure 51. Case 2. Spectral density at day' 100: As for Figure 48 but at day' 100.
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Region (I=1 .64; J=1 .64; K=1 5)

11gw.t 32. Cuw 2. Spectral dmnsity tint."feies: Tile tuime Sci les of t-PectraI 011'tity
1'rom days 60 to 160. Note: lthe amtplitude of tile spectral ecncrlY Is oil
a linear sACa.
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d. Conclusions

The poleward surface flow and equatorward undercurrent driven by tile In-
dian Ocean climatological temperature field is unstable and generates mesoscale eddies

at the poleward end of the domain. Instability is mixed with barotropic dominant. The
eddies form in the horizontal shear zone on the offshore side of the core of the current

and have a dominant wavelength of around 150 kin, a scale consistent with the Rossby

radius of deformation of 27.6 km and the mixed instability mechanism.

3. Case 3. Forcing by Indian Ocean and NW Shelf

Figures 54 to 56 show the surface pressure fields at 10 day intervals for Case 3.

The initialization of the NW Shelf water is seen at the inshore equatorward corner of the
domain at day 0. The poleward flow is now much stronger than in Case 2 and instability

develops more quickly. Whereas in Case 2 the instability developed at the poleward end
of the domain, the initial eddy development occurs first at the equatorward end and

spreads poleward with time. "this can also be seen in the time series of velocity compo-

nents and temperature in Figures 57 to 65. The NW Shelf water temperature initializa-

tion is seen at day 0 in Figure 57. An eddy forms on the boundary of the NW Shelf
water by day 10 and additional eddies are seen developing downstream in subsequent

plots. Closed contours on both the pressure and temperature plots from day 90 are in.
dicative of antikyclonic rings forming near 512 km and 1024 km alongshore. These rings
pinch-off the offshore meander, trap warn NW Shelf origin water, and then move off-
shore.

a. Enrgr Analysis

Time sericW of total kinetic and available potential energy over the enti'e
domain are shown in Figure 66. Since, after the initial geostrophic adjustment by the

model, the kinetic energy becomes quasi-steady during days 30 to 60 before steadily
'growing again, days 30 to 40 were chosen for more detailed analysis. Over the same

period, available potential energy is quasi-steady over days 30 to 40 and then decreases.

The energy transfer plots in Figure 67 show strong transfers between the

mean and eddy available potential energy, and strong barotropic transfer, all at the
equatorward end of the domain. A comparison between the u velocity component fields
on days 30 and 40 in Figure 58 shows that eddy generation haln occurred further
poleward than shown in the transfers in Figure 67. Thlie transfers shown in Figure 67

are much stronger than those leading to eddy development further downstream so that
the downstream transfers fail to show at the contour interval used.
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Figure 58. Case 3. Surface velocity and temperature fields, days 201 - 30: As for

F igure .57.
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Figure 59. Case 3. Surface velocity and temperature fields, days 40 - 50: As for

Figure 57.
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Figure 60. Case 3. Surface velocity and temperature fields, days 6(0 - 70: As for

Figure 57,
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Figure 61. Ca~se 3. Surface velocity and temn'eiature fields, days 80 - 90: Al flor
ligure 57.
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Figure 62. Case 3. Surface velocity and temperature fields, days 10 - 11d: As aor

Figure 57.
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Figure 63. Case 3. Surface velocity and temperature fields, days 120 - 130: As I'm

Figure 57.
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Figure 64. Case 3. Surrace velarity and temperature fields, days 140 - 150: As for
Figure 57.
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U at day 160 depth 0 V at day 160 depth 0 T at day 160 depth 0
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rigure 65. Case 3. Surface velocity' and temperature fields, day 160: As for Figure

`57.

Ani energy transfer diagram was calculated for a region extending 90 kin

offshore between `520 kin and 700 kil alongshore. The transfers, calculated over tile

upper five layers are shown in Figure 68. The baroclinicity is clearly important but the

large negative barotropic transfier indicates no net barotropic contribution over tile re-

gion. As in Case I the 90 kmn offshore domain is divided into regions to localize the

baroclinic and barotropi", contributions. Figure 69 shows that for tile inshore 4`5 kin,

baroclinic instability is stronger as is the negative barotropic transrcr. Over tile region

extending from 45' kin to 90 kni offishore tile baroclinic contribution is weaker and

stronger barotropic instability is observed.

b. Spectral Analy-sis

The spectral energy plots at days 30, 40, ,50 for Case 3 are given in Figures

71, 72 and 73 respectively. The strong growth fr'om days 30 to 40 is seen in tile peak

developing at a 180 kin wavelength (alongshore wavenumber of,,- 0,00,55 kill-'). Smaller

peaks are also apparent at 100 kin (alongshore wavenumber of -. 0.01 kill-'). and 6,5 kil

(alongshore wavenuimber of -, 0.015 kni-1), scales. Fromn days 410 to `50 the three distinct
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Figure 66. Case 3. Energy time series: Total kinetic and available potential en.
ergy (cin2 s-1) sunmmed over all layers and the entire domain.
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Figure 68. Cast 3. Energy tranarer diagiant: The energy transfer diagram~ fbr the
-upper rive layers ror the region betwecen 320 kin and 70)0 kin alongsthore,
cxtoding 90 km ofthore. U for P. k, P and A" are crgs cm-i, and

tranupers are in units or ergi cm se£e0 x tO o
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peaks are still apparent with maximum energy again at the 180 km scale. Whereas Case

2 had a single peak and barotropic growth was dominant, both Cases I and 3 have
multiple spectral peaks during the eddy generation stage and strong baroclinicity is also
a feature. It appears that when baroclinicity is strong, growth at multiple wavelengths

occurs, possibly coinciding with other internal modes.

The spectral density for the entire 160 days of Case 3 is shown in figure 74.
The dominant scale of 180 km appears to broaden with time and a shift to larger scales
is seen. To isolate the scales of generation and growth, a second spectral analysis was
done over the inshore 90 km of the model, coinciding with the generation region. The

spectral time series flor the inshore region, corresponding to the current, is in Figure 75

and for the remainder of the domain in Figure 76. Inshore. the wavelength of the
dominant growth in the vicinity of the current is near 180 kin, (alongshore wavenuinber
of-- 0,0055 km-'). and a secondary maxima occurs at 125 kin. (alongshore wavenumber
of- 0.008 kinr"). Away from the core, Figure 76 shows that the ISO km wavelength is

dominant and that a shift to longer wavelengths occurs with time.
Comparing the results or the spectral analysis from Cases 2 and 3, the ef-

fects of the addition or NW Shelf water may be determined. In the mainly barotropic
Case 2. eddy generation and subsequent growth was at a wavelength of approximately
15i kmi. With the inclusion or the NW Shelf water, and its strong baroclinic contrib.
ution toward instability, the main growth occurs at 180 kin. 'I te NW Shelf waters ap.

pear to increase the scale at which the dominant eddy growth occurs by niodifring the
thernmal structure in tile inshore region.

(. Instability ,4m!.rsh

Figure 77 is used to confirm that the necessary and sufficient condition% for
the observed eddy generation are satisfied. In particular, the cross-shore derivative of

potential vorticity changes sign inshore and its product with the nean alongshore flow
is clearly positive at sonm location in the domain, which satisfies the necesary condi-
tions for baroclinic instability. The vertical and horizontal shears in alongshore velocity.

which provide an energy source for the eddy generation are apparent from Figure 77 (b).
1 he Rossby radius of defornmation was calculated ror tile region or instabil-

ity as 27.9 km. Comparing this value with that of Case 2 (27.6 kini. little change has

occurred to the radius or dfonmation despite the inclusion of the NW Shelfl waters.
d. CmndisiM

"I he current, driven by a combination of Indian Ocean and NW Shelf ther-

nmal orcing. is much more vigorous and unstable than Case 2. forced by the Indian
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Day 30: Regqioi(1 1,64; J=1 64; K=1 ,5)
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'FIgure '71. Case 3. Spectral density at day .10: Spectral density versus alongsh ore

wavcnumber at day 30. 1 he wavenumber has been scaled h"y 1 and

so is an reverse mveicnoth, A logarithillic scale is used tor the spectral

energy.
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Day 40. Region(=1 1,64; J1 ,64; K1 ,5)
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Figure 72. Case 3. Spectral density ,t day 40: As for Figure 48 but at day 40.
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Day50: Region (1=1 64; J=1 64; K=1 .5)
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Figure 73. Cane 3I Spectral density at day SO): As for Figure 48 but at day So.
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Region (1= 1 .64: J 1 .64; K=1.5)
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Figure 74. Case 3. Spectral density time series:6 TIhe time serics of'spectral density
firom days 0 to 160 over the entire donmin. Note: the amplitude of the
spectral energy is on a linear scale.
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Figure 75. Case 3. Spectral density tline series: Asq for Figure 74 but cotifillcd to
a domnain cxtending 90 kin ofrishore.
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Figure 76. Case 3. Spectral density time series: As for Figure 74 but over tile
ollshore region not covered by Figure 75.
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Ocean alone. Barotropic instability is strong at the equatorward end, near the source

of the NW Shelf waters. The addition of the NW Shelf'waters adds strongly to the

baroclinicity of the current inshore, although the Rossby radius remains virtually un-
changed. The barotropic contribution at the ollshore edge of the core of the current is

also slightly increased by the presence of the NW Shelf waters. The dominant scale of

eddy generation in the current is 180 kim. This is consistent with the calculated Rossby

radius of -28 kin. in the strongly baroclinic flow. Away from the current a spectral shift

toward longer wavelengths is seen, consistent with the growth of eddies as they move

offshore.

4. Case 4. Forcing by Indian Ocean and Winds

The time series of surface dynamic heights (pressure) is shown in Figures 78 to

80. The pressure fields are similar to those of Case 2 and indicate a generally weak

poleward flow increasing in strength poleward where it is fed by onshore geostrophic

inflow. More specific detail on the characteristics of the flow is discernable in the time

series of surface velocity components and temperature in Figures 81 to 89. The major

effiect of the wind is seen ofl'shore where the uniform onshore flow seen in Case 2 (Fig-

ures 36 to 44) is modified by the wind forcing. Inshore, the changes are more subtle.

The strongest eddy development is again found at the poleward end of the domain, and

is in almost the same location as in Case 2. Comparing Figures 40 and 78, the eddy is

stronger in Case 4 and additional structure is observed inshore between alongshore dis-

tances 512 km and 768 km in Case 4 which can only be attributed to the wind forcing.

Another feature seen for the first time in Case 4 is the elongated region of equatorward

alongshore velocity, seen offshore of the poleward flow starting at the poleward end of

the model at day 100 (Figure 79) and then spreading equatorward.

The temperature fields in Case 4 show far less structure than in Case 2. This is

evidence of the upwelling effect of the wind forcing which, although weak, is sufficient

to counter the poleward advection of warmer waters from the equatorward end of the

domain.

a. Energy Analysis

The plots of kinetic energy and available potential energy in Figure 90 show

both to be nearly constant from day 40 to day 60. As a result this period is chosen for

a more detailed analysis of' the instability mechanisms.

The energy transfer plots over days 40 to 60 for Case 4 are shown in Figure

91. As in previous cases, a large transfer between mean and eddy available potential

energy is observed. Comparing subplots (b) and (c) in Figure 90, baroclinicity appears
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Figure 7/8. Case 4. Surface pressure field, days 0 - 50: Dynamic height anomaly
(cm) at surl'ace relative to a rclfcrence level o1" 2000 m. Contour interval

is 5 cm,
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Figure 79. Case 4. Su2face pressure field. d 12s 60 - 120: As for igure 78.
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Figure 80. Case 4. Surface pressure field, days 120 - 160: As for 0 igure 78.
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Figure 81. Case 4. Surrace velocity and temperature fields, days 0 - 10: Cross.
shore vclocity component (cm s"), alongshorc velocity component
(cm s-1) and tcmperature T at surrace.
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Figure 84. Case 4. Surface velocity and temperature fields, days 60 - 70: As for

Figure 81.
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Figure 85. Case 4. Surface velocity and temperature fields, days 80 - 90: As for

Figure 8 1.
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Figure 86. Case 4. Surface velocity anid temperature fields, days 100 - 110: As for

F~igure 81.
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Figure 87. Case 4. Surface velocity and temperature fields, days 120 - 130: As for
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Figure 89. Case 4. Surface velocity and temperature fields, day 160: As for Figure
81.

to occur only inshore whilst barotropic transfers occur both inshore and away from the

poleward current,

Two regions were chosen for closer analysis, one between alongshore dis-

tances 700 km and 880 kin, extending 90 km offshore, and the second between

alongshore distances 1000 km and 1180 kun, between 180 km and 360 km offshore.

From Figure 91, the two regions appear to have diflferent instability mechanisms and

they are in different dynamical regions. The first location is associated with the inshore

current. The second region is away from the current and albhcted by the Indian Ocean

thermal structure and wind forcing without the presence or the solid boundary. The

energy transler diagrams for each region are shown in Figures 92 (inshorc) and 93 (off.-

shorc). Consistent with Figure 91, the inshore region is one orfnixed instability but with

the barotropic transfer dominant. In the oll'shore region the baroclinic transrer is weakly

negative, so that all the instability must be duo to barotropic transfer.
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b. Spectral Analysis

Plots of spectral density against alongshore wavenumber for days 40, 50 and
60 are shown in Figures 94, 95 and 96 respectively. The plots show a number of distinct

energy peaks, the major two being a broad peak between centered near 385 kin
(alongshore wavenumber of - 0.0026 knr-), and a narrower peak at a wavelength near

180 km. (alongshore wavenumber of - 0.0055 km-r).

As the energetics appear to be different in the inshore than in the offshore

part of the model domain, the time series are presented in several figures. Figure 97

shows the spectra over the entire domain, Figure 98 over only the inshore 90 km corre-
sponding to the current, and Figure 99 the offshore region not included in Figure 98.

Over the entire model domain (Figure 97), two dominant wavelengths at which growth

occurs are observed, one nrear 385 km and the second at approximately 180 kmi. In the

inshore domain (Figure 98), both peaks are discernable but the 385 km wavelength is
dominant and the 180 km wavelength is very weak. In the offshore region (Figure 99)

both spectral peaks are strong but the longer wavelength is still the strongest.

A comparison may now be made with Case 2 in which a single dominant

growth scale of around 150 km was observed. The addition of wind forcing, in the ab-

sence of the NW Shelf waters, leads to a new scale at which eddies develop in the current

of approximately 385 km. Away from the polewa-j flow, the wind forcing leads to eddy

growth due to barotropic instability at the shorter wavelength of 180 kmi.

c. Instabiliur, Analj'sis

Figures 100 and 101 arc used to consider the necessary and sufficient con-

ditions and may indicate why no baroclinic instability is observed offshore. Inshore

(Figure 100 a), the change or sign in the cross-shore potential vorticity gradient occurs

at depths of 400 m to 500 ni, with the strongest gradicnt a distance of 20 km offshore.

"l7he corresponding alongshore cross-section has a negative alongshore velocity below

kO0 m, which, when combined with the cross-shore gradient of potential vorticity meets

the second necessary condition of baroclinic instability, given earlier. Figure 100(b) also

shows the vertical and horizontal shears in the alongshore flow which provide a source

oi energy for the instability. For the offshore region, Figure 101(a) shows the change

of sign in the cross-shore gradient of potential vorticity extending across the region,

generally between 200 in and M0) m. The cross-section of alongshore velocity (Figure

101 b) shows a positive (poleward flow) extending below 1000 m, hence the necessary

conditions are satisfied. In considering the sufficient conditions however, the vertical

and horizontal shears are both weak. For a purely meridional flow. no critical vertical
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shear is required to overcome fl (Olivier, 1987), and the sufficient condition for baroclinic
instability should be satisfied. It is speculated that the cross-shore component of the

mean flow (5 cm s-1 to 10 cmn s-1 from Figures 83 and 84) is sufficiently strong to cause

a stabilizing fl contribution which the weak vertical shear does not overcome. Tihe

Rossby radius of deformation, calculated for the coastal current regime, using the tem-
perature structure at day 50 is 58.4 km.

d. Conclusions

The combination of the Indian Ocean thermal structure and wind forcing
in a climatological sense corresponds to the austral spring and summer, when the NW
Shelf waters are not augmenting the Leeuwin Current. In this forcing regime, the flow
is still unstable, but, without the NW Shelf waters to provide the baroclinicity,
barotropic instability is stronger. The model generated eddies in the poleward coastal

current are due to mixed instability, at a wavelength of approximately 385 km. This is
consistent with growth at 2?Rd for the Rossby radius of 58.4 km. Offshore, away from
the coastal current, wind forcing generates eddies due solely to barotropic instability at

a scale of 180 kmi.

5. Case 5. Forcing by Indian Ocean, NW Shelf and Winds

The 240 day time series of dynamic height isopleths for tile combined forcing
by thle Indian Ocean thermal structure, N1W Shelf density structure and wind stress is
shown in Figures 102 to 106. A comparison with the cases previously run shows the
inshore region where the poleward current is strongest is most like Case 3. Offshore, the

* wind forcing is dominant and the pressure field is initially most like Case 4.

Figures 107 to 119 present the surface fields of velocity components and tem-
perature for the same time sequence. As in Case 3. the proximity to the source of the
NW Shelf water leads to a rapid development of eddies at the equatorward end of the
domain. The generation region for the eddies spreads poleward andby day 50 instability
is also apparent offshore at the poleward end of the model domain. By day 70 eddies

have started to form inshore at the poleward end of the domain, near the location of the

initial eddy development seen in Case 2 and Case 4.
Comparing Cases 3 and 5, the effect of the wind forcing on the surface temper-

atures can be seen. The generally lower temperatures in Case 5 are cotzistent with the
eflfects of wind forcing seen in the earlier comparison between Cases 2 and 4; With
weaker sea surface temperature gradients in Case 5, the formation and existence of rings,
as seen in Case 3 is far less apparent. Rings are still formed in Case 5 but generally there

are fewer closed contours of both temperature and dynamic height. indicating that an
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important effect of the wind forcing is to weaken the eddies through a relaxation of the
sea surface temperature gradient.

The narrow band of equatorward alongshore velocity, seen previously in Case
4 is seen again at the poleward end of the domain at day 80. It then grows with time
and is associated with a trough on tile pressure plots from day 140. At day 240 the
alongshore flow at the poleward end of the model, offshore of the narrow coastal cur-

rent, is generally equatorward. This is consistent with observations, with the wind driven
West Australian Current flowing equatorward, and separated from the poleward flowing

Leeuwin Current by an active trough. Whether this feature is due to the forcing mech-
anisms or whether the model has captured another observed feature of the current is
undetermined. A possible explanation is that as the temperature structure is an initial-

ization only and the wind forcing applied at each time step, the wind forcing is beginning

to overwhelm the flow generated by the temperature initializations as time increases.

This would explain why the feature is only observed in Cases 4 and 5, in which wind

forcing is included.

a. Energy Amdaysis

Despite running the experiment out for 240 days, the kinetic energy and
available potential energy in Case 5 arc still not in a steady state. Examination of their

time series in Figure 120 shows several plateau on which the energy analysis may be

applied. The periods selected for more detailed analysis are days 30-40 and 60-70. The
energy transfers will be calculated for each period and the regions of energy generation

during that period analyzed for their instability mechanisms.

Figure 121 applies to days 30 to 40 and is very similar to Figure 46 discussed

earlier in Case 2. The influence of the NW Shelf water source region overwhelms the
energy transfers further downstream which are contributing to eddy generation. A
comparison between the cross-shore velocity fields at days 30 and 40 (Figures 108,109
respectively) is used to determine the region of eddy generation. Figure 122 is the energy
trans1er diagram for the upper five layers in a region extending 90 km offshore between
alongshore distances 460 km and 640 km. The instability has a mixed baroclinic and
barotropic energy source with baroclinicity dominant. A comparison of Fi1ures 63 and
122 highlights the dlct of the wind forcing on eddy generation in that region of the

model. The dolnains in Cases 3 and 5 are oil'%ct by (A) kin but the wind forcing appears

to have made a significant contribution to the barotropic instability in the region.

Energy transl'crs for tihe period fronm day 6() to day 70 are shown in figure
123. Once again, the strength of transfers near the source of the NW Shelf water doni.
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Figure 106. Case 5. Surface pressure field, day 240: As for Figure 102.

inate the contouring and nothing i- seen at the poleward end of the region. which is

where, according to Figure D10, the eddies are developing. The corresponding energy

transfer diagram is in Figure 124. Both baroclinic and barotropic instability are present

with barotropic eff•cts dominant. As baroclinicity in this study has generally been as-

sociated with the presence of NW, Shelf water, the eilects of NW Shelf water should be

weaker at the poleward end or the current. This is confirmed by the cool temperatures

and weak temperature gradients in Figure 110. In the generation discussion earlier in

this chapter it was determined that the eirects of the geostrophic current driven by the

Indian Ocean temperature field are dominant in this region. Figure 47 showed the in.

stability due to the Indian Ocean to be mainly barotropic while Case 4 showed the ad-

dition or wind forcing contributed to barotropic instability. Ilie strong barotropic

instability in Fisure 124 is thererore consistent with earlier fuldings.

6. Spectral Andfrsis

ilie plots or spectral density against alonghore wavenumber for days 30 to

70 covering the two periods or instability sre presented in Figures 123 to 129. The

spectral peak associated with growth from day 30 (1igure 125) to day 40 (Figure 126. is
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Figure 115. Case 5. Surface velocity and temp~erature fields, days 1601 - 170: As

for Figure 107.
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rigure 119. Case S. Surface velocity and temperature fels, day 240: As for Fig.

urc 107.

at a wavelength of' 16( km (alongshorc wavenumber of- 0,0062 i, ). and irom day

6W (iigurc 12) to dy 740 ('igure 129) ha. broadened and is now centered near 2M0 km

(alongshore wav enumlwr or,- 0.00K Am), Also preseated is the spectral den.ity at day

10 (ligurc 1.10) which shows- two distinct wavclingth.s at 3.30 km (alongs•loe

wavenumlihr of -).008 ki 1). and 1(A) km (alo01llsore wavenumber or - 0.006 Am 1).

"1 his is premited because it corrmsponds to the final day or Cases 2, 3 and 4.

Figure 131 shows the time series of' spectral detisity for the 244) days of Case

S. calculated over the upper five layers and the entire domain. Two dominant scales

exist at wavelengths or near 200 km (alongshorr wavenurnlr of -. 0.00.3 Ant',). and 120)

km (alonlgshore wavenumber of *. O.tOS - nr). at tile end or the period.

The domnin it then Iroken into two region.% the first etending 91) kml roru

the coastal houndhrv and the second encompassing the renmining area. I he spectra litr

these two regions arc then investigated to deterintc whether either energy scale is aw-

sociated with a specific regimei. igure 132 applies to the coastal region and I'igure 133

the reilaiiting area. The two scales are seen in both domains with the sna:iler wavc.
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length scale more common in tile inshore region associated with the current. Examina-

tion of Figure 132 shows growth at scales of 155 km (alongshore wavenumber of ~

0.0065 kin-1). from day 60 then shifting to the 120 kin scale by day 240. The second

peak in Figure 132 develops at a wavelength around 330 km (alongshore wavenumber

of.- 0.003 kini-). then shifts towards a 200 km wavelength scale. This shift to smaller

wavelengths may be associated with an increased barotropic contribution to instability

as the forcing due to the temperature initializations decreases whilst the wind forcing is

maintained at each time step. The scale of unstable development offshore is seen in
Figure 133. Comparing this figure with Figure 132, the spectral energy is much lower

as the loatures apparently form later ofrshore. The initial growth is near a scale of ISO

km (alongshore wavenumber of - 0.0055 kn-r). which was the same scale associated

with ollshore development in Case 4, when no NW Shelf water was present. "1 he off-

shore eddy scales at the end of the experiment are the same (120 km and 200 km as

found inshore).

c. Ilstabilitr Anairsis

Figures 134 and 135 contain the plots of the cross-shore derivative of po-

tential vorticity (a) and the mean alongshore velocity (b) for days 30.40 and 60-70 re-

spectively. The necessary conditions are clearly satisfied for both regions for their

respective periods. tql/dx changes sign and has a positive product with the alongshore

component of velocity in each case, and strong horizontal and vertical gradients provide

a large source of energy for the unstable growth. The Rossby radius, calculated fromn

the thermal structure in the currcnt at day 40 is 25.6 kin Based on these radii, the ex-

pected wavelength of maximum growth is around 160 kmi, which compares well with tile

spectral density maximum 'ht 155 kni, seen For the same period and location in Figure
132.

Sdi. C'onclusions

"1 he forcing of the Lecuwin Current by the Indian Ocean and NW Shelf

density fields along with the mean wind stress creates an unstable current with mixed

instability. Baroclinic instability is dominant inshore in the middle of the domain and

weakens as the effects of the NW Shelf water lessen poleward. The barotropic instability

is strongest in the immediate Vicinitv of the N\V Shelf waters at the equatorward end

of the domain. "lhe b-trotropic contributioai is also strong where the combined ellfcts

of the Indian Ocean and wind forcing are stronger than the NW Shelf waters, such as

at the poleward end of the regiotn. Iwo distinct wavelength scales are present. Initial

growth inshore is at wavc1-,.-this of 155 kin and 330 kin and by day 160, both wave-
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Figure 125. Case 5. Spcctr~l density at day 30: Spectral density versus
alonghore wav°.imbcr at day 30. 1 he wavenubcr has been scaled

* by -I-- and so is an IIATcrSc waVeIlength. A logarithmic scale is used
for the spectral energy.
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Figure 126. Case 5. Spectral density at day 40: As for Figure 125 but at day 40.
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Figure 127. Case 5. Spectral density at day S0: As for Figure 125 but at day ,50.
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Figure 128. Case 5. Spectral density at day 60: As For F~igur'e 125 but at day 60.

170
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Figure 129. Case 5. Spectral density at day 741: As for Figure 125 but at day 70.
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Figure 130. Cas•e 5. Spectral density sit day 160: As for Figure 123 but at day
160.
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Fig ulre 13 1. Cast 5. Spectral de nsity) hime series: The time series of" sl ¢tral d ell.

sity' firom dayvs 0 to 160 over the entire domalin. Note: the amplitude

of" the spectral energy is on a, linear scale.
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Region(lQ55 .64; J=1 .64; K=1 .5)

0.1

riture 132. Case S. Spectral density fite series As for Figure 131 but in a rc,

gion extending 90 kn oll'shorc.
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Regionl= .54; J=I. 64; K=I.5)

Figure 133. Case S. Spectral deniit time %tries As for Figure 131. *1 [ie domain

is the oflshore region not ,'ov'erd by Figure 132.
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lengths are still dominant. The offshore advection and growth of the shorter scale in.

stability is seen in Figure 133 from day 120. At day 240 the dominant scales, both

inshore and offshore are at around 120 km and 200 kmi. The observed shirt towards

shorter scales with time is considercd to be due to the wind forcing overwhelming the

density initializations. This creates instability which is predominantly barotropic and

hence grows at a smaller scale than instability due to baroclinicity which was dominant

during the early stages of eddy growth.
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Vi. SUMMARY AND RECOMMENDATIONS

A. SUMMARY
A full primitive equation (PE) model was initialized with climatological data to in-

vestigate the generation and stability of the Leeuwin Current. Initialization was done
using climatological mean densities for the Indian Ocean and NW Shelf for the austral
autumn and winter, which corresponds to the observed period of strongest flow, and a
representative mean wind forcing applied to some experiments. The current generated
by the model was assessed by making comparisons with observational data collected

during LUCIE and determining the contribution to the current due to the Indian Ocean
temperature field, NW Shelf density field and wind forcing. The current generatcd by

the model wvas unstable in each or the four experiments in which climatological iniitial-
ization atid forcing was used and mesoscale features were observed. A series of analysis

techniques used to determine the in stobility inechanismns was evaluated with a test ex-
peiment in which the model was initialized with the mean velocity and temperature
st ructure of the currcnt observed at its maximum strength. 1 he analysis techniqu'ts were

then applied to each of tile climatologically forced experiments and thle itlstabilt.

mcchanistis and dontinant length scales determnaed. A summary of the results from
each the two phases of this study. gencration amd instability, ik presented below.

1. Leeuoln Current Generation

1. The Indiani O,.can temipcrature structure is sutricient to drive an unstable
poleward surface nlow and an equatorward undercurrent. The surface current is aug.
mented by onshore geosttophic inflow and accelerates downstream, into the prevailing
wind.

2. The climatological mean wind forcing is stronger at the equatorward end of
the doma:n than the geostrophic pressure gradient forcing of the Indian Ocean thermal
field. T'he effect of the wind is to strengthen the poleward alongshore flow and to reverse
tile geostrophic onshore flow, creating a weak upwclling regime, more typical of.other
eastern boundary currents.

3. The mean wind stress decreases in the latitude range 23 to 30"S. Coupled

with an increase in the strength orthe geostrophic (16w driven by the Indian Ocean steric

hcight gradient, the wind driven current becomes weaker tian the density driven current

at somnc point near the centre of the domiai.
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4. South of 30°S, the density driven current, augmented by inflow from the In-

dian Ocean, is much stronger than the Eknian transport, despite stronger winds.

5. The ii;clusion of NW Shelf waters strengthens the inshore, alongshore den-

sity gradient and increases the magnitude of both the poleward surface current and the
equatorward undercurrent. The effects of the NW Shelf waters completely dominate the

flows driven by the Indian Ocean and the wind stress at the equatorward end of the

domain. Further poleward. the NW shelf contribution decreases as the warm waters

advected poleward are countered by upwelling due to the wind forcing.

6. The current generated by the model generally compares well with LUCIE
observations, particularly in relation to the strength and vertical structure of the

alongshore surface current and undercurrent.

2. Instability and Eddies

7. The current driven by the Indian Ocean temperature gradient is unstable with
a mixed source of eddy instability. At the roleward end of the domain, barotropie in-

stability is domninant and eddy generation occurs on the off'shore side of the core of the

current with a wavelength of 150 kmi.

8. The addition of the NW Shelf waters creates a far more energetic and un-

stable current. The NW Shelf waters increase the vertical shear by strengthening the

surface flow and the undercurrent, and hencc add to the haroclinicity of the current.
The NW Shelf waters also locally increase the barotropic instability near their source

region. 'lhe dominant wavelength associated with eddies developing in the current

forced by the Indian Ocean and NW Shelf water density fields is 180 kmi.

9. 1 hi combilation of the Indian Ocean thermal forcing and the wind stress,

which corresponds to the forcing regime observed during the austral spring and sunumer

lead% to eddy fonration on the oifshore edge of the poleward jet with a dominant
wavelength of 385 kni. The wind forcing acting away from the coastal boundary also

generates eddimt, but at a sc,.le of I U8 kn. Blarotropic instability is dominant in both

regions with a weak baroclinli contribution in'the core of the current.

10. The combined elcht of thethree forcing meclmnisms, Corresponding to the

austral rall and autunm when the Lecuwin Current is ssrongest, is to generate a vigorous

current with instability at two dominant wavejengthl•: 135 kin and 330 knl, Thes.e

wavelengths agree well with available ob.errvtionts. "1 he instability is again 1inxil. 1 he

current is baroclinicaily unstable over its en*ire ranige, with the baroclinicity weakening

away from (he NW Shelf water source region. The batotropic contribution It strongest
at the poleward end of the dotimin where-geostrophicflow andý wind forcing are strong-
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est. The NW Shelf water also increases the barotropic instability in the vicinity of its

source region.

11. A summary of the experiments along with tile Rossby radius of deforma-
tion, the donminant instability mechanism and the scale of the doninant wavelength is

given in Table 12. The Rossby radius is calculated in the location of the eddy growth

for the growth period as listed. Hence, for example, Case 4 (inshore) is at alongshore
4

distance 800 kin whereas Case 5 (inshore) is at alongshore distance 550 km. The spectral

analysis requires that the entire alongshore extent of the domain be used to determine

the scale of dominant growth. In Case 5 (inshore) therefore, the two scales may be due

to eddy growth at two scales at different alongshore locations. The 155 km scale appears

to coincidt with the strongly baroclinic inbstability at alongthore distance 550 kim. at

which point the Rossby radius is 26.3 kim. The 330 km scale is most likely to be found

at the poleward eid of the domain where the cfkects of the NW Shelf water are weak
and, as seen in Case 4 (inshore), the wind mixing creates an entirely difnrent

stratification with Rossbh radius around twice that found where the effects of wind

forcing are weak.

Table 12. SUNINIARY OF EDDY INSTAIJIITY AND GROWT|_

cIDuration Eddy
Case (dats)io Gro%ýtf R4 (kin) Scale(kmn) Instability(days) (day)) ... .

40 1-10 21.9 135 Mixed (11C
dominant)
Mixed (ilT

2 160 70-90 27.6 15it) d (11Tdaminant)

3 IN) 3.)4o 27.9 18) Hlarodinic

4(inshore) 160) 406•( M 385 Mixed (1 I'
I "dominantI

4-olffshore) 160) 4"•o0 33.0 ISO BarotropicMixed (l1W.

Rin~hore) 24) 30-40 26.3 133 & 330 doMa

M ixed (• T

5(oflshore) 240 100-I I0 33.0 ISO 180dom 11T
do'ittnt)



B. RECOMMENDATIONS
This study has shown that the Leeuwin Current can be successfully modeled using

a PE model forced by the mean climatology. Contrary to tile findings of Weaver and
Middleton (1989), a shelf is not required in the model to produce and maintain the cur-
rent. The mesoscale features which have been missing from previous modeling studies
are produced by the model and at scales comparable with observations. Thus, the ob-

jectives of the study have been successfully attained.
This study should now form the basis for a series of ongoing studies. It is recomi-

mended that a southern hemisphere version of the model be developed and dedicated to
the Lecuwin Current. Time dependent forcing would allow the model to spin up to
steady state and also allow more realistic forcing than the climatological mean used in
this study. The use of a smooth function to define spatial variations in the wind forcing
is also recormncnded.

Additional research topics which are suggested for investigation are:
a. annual variability in the Leeuwin Current due to El Nino events (with the Pacific

to Indian Ocean throughflow providing the link);
b. the triggering mechanism for the release of NNW Sielf waters and the onset of the

strong fall. winter Lecuwin Current; and

c. the Lecuuwin Current extension to the south of Australia.
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APPENDIX A. VALUES OF CONSTANTS USED IN TIHE MODEL

_ VALUE DEFINIIION

C 0.958 cal gnr'(K)' specific heat of sea water
Co 1.2 x 10- drug coellicient
7ý 278.2 K constant relkrcncc temperature

1), 1.23 x 10- gim cm' 3  density o" air

Po 1.0276 gm cr- 3  density of sea water at T0 .
____. _ I2.1 x 10-4(.K) 1 thermal expansion coctlicient

K 10 number of levels in vertical
Ax 9 x I(ycm cross-shorc grid spacing

4Y 2 x I'Wnt alongshore grid spacing
D 4.5 x It0icm ocean depth

At 800 s time step
__________980 cmil s gravitational accclcrtion

.4y 2 x 10" Cm' s biharmonic unmiorctum ditlrusion cocleicitit

.I1, 2 x I' urnest. bilharmonic heat dilltsion cotlikient
kit 1,5 cm' sl 3 vertical eddy viscositv

' .. s' S 'crtical cddy (oniductivily

I"
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